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Kai Zhen

NEURAL WAVEFORM CODING: SCALABILITY, EFFICIENCY AND PSYCHOACOUSTIC

CALIBRATION

Acoustic signal compression techniques, converting floating-point waveforms into a bitstream rep-

resentation, serve a cornerstone in the current data storage and telecommunication infrastructure.

Conventional digital signal processing (DSP) methodologies stem from human heuristics, which are

with limited performance and highly domain specific. For the past decade, deep neural networks

(DNNs) have shown the potential to tackle this problem in a pure end-to-end manner, without rely-

ing on human priors or feature-engineering but the data itself. Besides, due to this general-purpose

computational paradigm, learning a compact representation of acoustic signals can be integrated

to various downstream applications such as speech encryption, recognition and natural language

understanding towards future multi-modal intelligent systems. However, the rise of DNNs brings

in not only potentials but also concerns, among which model complexity is a major challenge espe-

cially for acoustic coding systems. Most codecs are deployed on low power devices, such as mobile

phones and hearing aids which do not afford a gigantic neural network in spite of the impressive

performance.

We propose a research methodology to not simply discard conventional DSP methods by em-

bracing the fancy design of advanced neural networks, but revitalize those lightweight yet effective

techniques in the modern computational platform. By bridging these two approaches, we merge

merits from both sides in terms of performance and complexity. For instance, the performance of

end-to-end neural networks mainly depend on millions of parameters and optimization algorithms.

This is far from necessary in the domain of speech/audio coding, as the encoding and decoding

procedure can be conducted in multiple stages. We could implement this multistage quantization

scheme with deep neural network techniques to simplify the model topology and optimization. In

addition, speech production process is known to include several components, glottal pulses, noise
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excitation and the response of the vocal tract, etc. There is no need to model all components

with neural networks, when the response of the vocal tract, for example, can be simply well repre-

sented by an all-pole linear filter. By outsourcing sub-tasks to effective conventional DSP methods,

the workload of the neural network can also be reduced, accordingly. We are also aware of the

discrepancy between human auditory perception and objective loss functions used during model

training. By leveraging psychoacoustics, the model for mono-channel audio coding can be with

lower complexity yet higher coding efficiency, as its optimization better aligns human cognition.

In summary, the thesis presents a hybrid set of techniques incorporating conventional and domain

specific methods into the modern deep learning system, which facilitates an efficient yet powerful

solution for speech and audio waveform compression.

Minje Kim, Ph.D.

Robert Goldstone, Ph.D.

Donald S. Williamson, Ph.D.

Yi Shen, Ph.D.
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Chapter 1

INTRODUCTION

1.1 Thesis Overview

Acoustic waveform coding, where the encoder converts the acoustic signal into bitstreams and the

decoder synthesizes reconstructed signal from received bitstreams, serves an important role for

various purposes: to secure a voice communication [2][3], to facilitate data transmission [4], etc.

For a speech signal with a sample rate of 16 kHz (16,000 samples per second), if each sample is

represented by a 16-bit floating number, the bitrate is 256 kilobits per second (kbps). Note that

the sample rate for audio signals is even higher at 44.1 kHz with more than one channel. Such

bitrate levels pose a burden even on modern Internet architecture. With a well-designed speech

coding algorithm, the bitrate can be only 10% of the original bitrate or even lower, yet with a

decent speech intelligibility. Traditionally, problems as such are addressed by intensive study on

human auditory system with quite a handful well-tuned hyperparameters protected by patents,

including linear predictive coding (LPC) [5], adaptive encoding [6], and perceptual weighting [7].

Stemmed from those coding techniques, Speex, AMR-WB and Opus are some of the industrialized

speech codecs. AMR-WB consists of multiple steps including LPC to estimate spectral envelopes,

pre-emphasis and de-emphasis filterings to dim the blocking artifacts, perceptual weighting, the

high frequency extension, adaptive and algebraic coding of residuals, just to name a few.

The design of speech codecs is to address the trade-off among low bitrate, high perceptual qual-

ity, low complexity and delay, etc [8, 9]. Most conventional codecs are relatively computationally

efficient, yet with less satisfying performance especially in low bitrate modes. Most of these speech

codecs can be classified into two categorizes, vocoders and waveform coders [10]. Vocoders use few

parameters to model the human speech production process, such as vocal tract, pitch frequency,

1
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Figure 1.1: Tradeoffs in the design of speech/audio codecs

etc [11], such that the decoded speech is not exactly “recovered” but rather “synthesized”. In

comparison, waveform coders compress and reconstruct the waveform to make the decoded speech

sound as similar to the reference as possible. Whether to choose a vocoder or a waveform codec

is mainly contingent on specific application scenarios. Vocoders are computationally efficient and

can encode speech at very low bitrates with limited performance, while waveform coders support a

much wider bitrate range with scalable performance and are more robust to noise.

The field has shown great enthusiasm towards deep neural network based methods as they fea-

ture the potential of cracking those conventional, domain-specific and less-open algorithms with

this modern computational paradigm relying mostly on data, rather than less accessible heuristics.

A speech coding system can be formulated by DNN as an autoencoder (AE) with a code layer dis-

cretized by vector quantization (VQ) [12] or bitwise network techniques [13], etc. Many DNN meth-

ods [14][15] take inputs in time-frequency (T-F) domain from short time Fourier transform (STFT)

or modified discrete cosine transform (MDCT), etc. Recent DNN-based codecs [16][17][18][19]

model speech signals in time domain directly without T-F transformation. They are referred to

as end-to-end methods, yielding competitive performance compared with current speech coding

standards, such as AMR-WB [20].
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However, a straightforward data-driven approach as such, even comparable or superior to those

classical counterparts, may actually be far from realistic to be implemented. The reason is that

these acoustic codecs are usually deployed on low power devices with limited storage and energy

supply, while many of these DNNs achieve competitive performance at the cost of model complexity.

For example, a WaveNet based variational autoencoder [19] outperforms other low bitrate codecs in

the subjective listening test, yet with 20 millions parameters, beyond what a resource-constrained

device can afford for real-time processing.

As an effort to bring deep neural networks closer to low power devices, we study ways to

incorporate conventional digital signal processing (DSP) methods to DNNs. The reason behind

this is simple: DSP methods are efficient and task specific, while DNNs are more general, powerful

and expensive to operate. Using DNN as a platform where DSP methods are well placed to

unload a certain amount of computational overhead can effectively reduce the model complexity

with satisfying performance. The meaning of the study on efficient and scalable neural waveform

codec is two fold: first, it helps to find a better pivot in the performance-complexity tradeoff, such

that future neural codecs may have the potential to be employed in industrial products; second, it

enables the codec to not only operate at relatively low bitrate cases with decent quality, but also

high bitrates with near transparent quality. Overall, it could be seamlessly incorporated with other

artificial intelligence tasks that have already heavily relied on deep neural networks. It is not hard

to underestimate the role DNNs have played in speech enhancement, recognition and diarization,

to name a few, for natural language understanding, where modules are tuned systematically to

maximize the performance. Should the speech/audio codec be implemented as a deterministic

(non-trainable) algorithm purely based on DSP, it is not possible to be collaboratively tuned along

with other neural network components. Therefore, a compact neural waveform codec compatible

to low-power devices is a first step towards future intelligent systems for acoustic signal processing.

In this thesis, we propose a cascaded cross-module residual learning (CMRL) pipeline by en-
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abling the conventional multi-staged residual coding concept in deep neural network platform for

speech and audio coding. In addition, we combine linear predictive coding (LPC) with CMRL and

design a collaborative quantization (CQ) scheme where LPC codebook is jointly learned with the

corresponding residual quantization to achieve transparent speech coding with much lower model

complexity. Aside from the model topology, as another training component, the loss function is

critical in supervised learning to navigate the model towards desired behaviors: to that end, we

propose a perceptual loss with psychoacoustic calibration, baking human auditory perception into

the training of a neural network for audio coding.

In the remainder of the introductory chapter, we firstly review the related conventional tech-

niques for speech and audio compression. Decades-old are many conventional codecs, they are by

no means readily to be ditched. In fact, in many rural areas with a relatively limited Internet

bandwidth budget, conventional codecs, due to their runtime efficiency, are still highly needed.

Therefore, hybrid designs are oftentimes found even from recently proposed codecs as a combina-

tion of conventional techniques and contemporary paradigms with deep neural networks. We then

provide an overview of related deep learning methods which are building blocks of the proposed

model in this thesis. More importantly, we motivate the methodology of designing the neural

waveform codec from a cognitive science perspective, by highlighting the role of predictive coding

in lightweight and scalable neural codecs, in addition to how human auditory perception can be

leveraged in neural audio coding. Finally, we summarize the motivation and outline the topic for

each following chapter, respectively.

1.2 Related Acoustic Signal Compression Work

1.2.1 Conventional coding systems

Data compression has been well investigated for decades with a rich literature. Even for audio

coding specifically, it is hard to summarize various techniques comprising a wide range of audio
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coding formats, perceptual quality levels, bitrates, bandwidths, etc.

Figure 1.2: The codec comparison on performance, bitrate, and bandwidth [1]

We introduce three speech/audio codecs which have been compared to our proposed systems,

AMR-WB [20], Opus [21], and MPEG Audio Layer III (MP3) [22]. Adaptive Multi-Rate Wide-

band, abbreviated as AMR-WB, is a patented speech coding standard developed by Nokia and

VoiceAge. It improves the speech quality from its predecessor AMR-NB, due to a wide speech

coding bandwidth of 50-7000 Hz. AMR-WB provides a scalable performance in multiple bitrate

configurations from 6.6 kbps to 23.85 kbps. MP3 is a set of lossy audio coding standards which have

been deployed in multiple industrial products. It can compress the CD quality stereo music from

1.4 Mbps to 128 kbps without perceptual loss of quality. Psychoacoustic models serve a critical

role in the design of MP3. Opus is more recently developed and covers a much wider bitrate range

from 6 kbps to 510 kbps for stereo audio sources. Opus can be used to compress both speech and

audio signals. As shown in Figure 1.2, the speech quality from Opus at very low bitrate modes is

less competitive.
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1.2.2 Neural vocoders

The neural vocoder is not the neural network counterpart for classical signal processing based

codecs, which should actually be neural waveform codec. Neural vocoders are rather decoders that

synthesize the speech only waveform from a few acoustic features, such as mel frequency cepstral

coefficients (MFCC), bark frequency cepstral coefficients (BFCC), the fundamental frequency [23].

Neural vocoders are proposed mainly for text-to-speech (TTS), such as WaveNet [24] which can

synthesize speech signals of good quality but runs slow. To tackle this issue, WaveRNN [25] is

proposed for efficient neural speech synthesis. It only has a single-layer recurrent layer with a dual

softmax layer that folds a long sequence into smaller batches so as to generate multiple samples

per time. Consequently, WaveRNN runs much faster with comparable speech quality. LPCNet is

a variant of WaveRNN by incorporating linear predictive coding (LPC) [5] to sample generation

which operates in real time with a bitrate of only 1.6 kbps [26].

1.2.3 Evaluation metrics

1.2.3.1 Objective measures

In acoustic signal processing, objective measures are highly task specific. For source separation,

BSS Eval toolbox decomposes an overall source-to-distortion ratio (SDR) to components corre-

sponding to different error types: source-to-interference ratio (SIR), source image-to-spatial dis-

tortion ratio (ISR), and source-to-artifacts ratio (SAR). Short-time objective intelligibility (STOI)

[27] measures objective intelligibility for enhanced signal, which is positively correlated with the

performance of automatic speech recognition (ASR) systems. Speech coding differs from source

separation, or speech enhancement, in that there is no additive interference, and the degradation

is caused by quantization error and artifacts from the codec. To assess the speech quality from a

codec, we typically rely on PESQ (Perceptual Evaluation of Speech Quality) [28]. PESQ, standard-

ized as ITU-T recommendation P.862 (02/01), models mean-opinion-score (MOS) with the range
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of 1 (bad) to 5 (excellent). P.862.2 extends PESQ to support the evaluation of wideband telephone

networks and speech codecs up to a sample rate of 16 kHz.

1.2.3.2 Scores from subjective listening tests

Note that the evaluation which is only evidenced by objective measures may not be sufficient to

justify the usage of the model for real-world applications, as the discrepancy between these objective

scores and mean opinion score (the true reflection of human auditory perception) can sometimes be

very noticeable [29]. Therefore, it is highly recommended to report MOS acquired from subjective

listening tests. There are two major caveats when conducting a test as such: first, it is relatively

time consuming to collect MOS; second, the effectiveness of results is less statistically significant if

the amount of subjects is not large enough. With that perspective, industrial research institutes,

such as Google, have their own on-site subjective listening tests platform to invite employees to

input their opinions; other online crowdsourcing platforms, such as Amazon Mechanical Turk, can

also be used to conduct subjective listening tests by enrolling volunteers. Even with this effort,

it may still be a questionable process as a subjective listening test: there is no control on the

capability and level of commitment of human listeners. Comparing and evaluating different coding

systems with very subtle differences can be tedious. As a consequence, subjective listening tests

are expected to be conducted by audio experts (who are trained according to [30] and committed

to taking the tests).

In our research, we collect subjective listening scores based on MUltiple Stimuli with Hidden

Reference and Anchor (MUSHRA) [30] standards. Each MUSHRA test may have several sessions,

one for each bitrate mode. Each session usually includes multiple trials. As indicated by its name,

each trial includes a reference signal, one or two low-pass anchor signals, several enhanced signals

from different coding systems, and a hidden reference, and subjects are then asked to score each

of them based on their perceptual preference. Figure 1.3 shows the interface of a MUSHRA trial.
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Figure 1.3: The interface for a MUSHRA trial

Among eight competing systems, there are

• two anchors that are processed by low-pass filters at 3.5 kHz and 7 kHz, respectively. The

listener is expected to give relatively low scores for anchors;

• one hidden reference which is equivalent to the explicit reference signal on the left, and

the listener should detect it and grade it 100;

• other decoded signals with various degradation levels.

The scores for all trials will be accumulated to calculate the MOS. Typically, MOS can be descrip-

tively represented in a box plot.

Aside from MUSHRA, A/B test is used in ablation analysis where only two competing systems

are involved along with the reference. In A/B test, the listener is asked to select what is more

similar to the reference out of the two decoded signals.

8



1.3 Related Deep Neural Network Techniques

This section introduces several neural network techniques from non-linear transformation to train-

able quantization, which are building blocks to our proposed systems.

1.3.1 Dilated 1-D convolution

As the input, for end-to-end acoustic signal processing, is the waveform segment, it suffices to use

1-dimension (1-D) convolution. Given the convolution operator denoted as ∗, the 1-D convolution

evaluated at p on the signal i with the kernel k is formally defined in equation 1.1, where γ denotes

the dilation rate with the default value of 1. For instance, if the kernel size is 3, to convolve i by

k at p = 0, we calculate i(−1)k(1) + i(0)k(0) + i(1)k(−1). CNNs employ dilated layers to enlarge

the receptive field, aggregating contextual information without increasing the kernel size [31].

(i ∗γ k)(p) =
∑

s+γt=p

i(s)k(t) (1.1)

1.3.1.1 Residual learning blocks

Residual learning is arguably one of the most well known techniques to reduce model complexity

and facilitate the optimization of very deep DNN models. As more layers are added, the model

capacity increases. However, it poses a challenge to training a gigantic network, especially due to

the gradient vanishing issue [32]. The core idea of residual learning is to add identical shortcuts

(Figure 1.4 (b)), such that the layers within a residual learning block will only need to learn the

difference (or residual) between the input and output of the block.

It is critical to make residual learning building blocks efficient, as they are repeatedly used in

various advanced CNN architectures. Bottleneck residual learning blocks [33] usually replace
[ 9, 64

9, 64

]

type of kernel setting (Figure 1.4 (b)) to

[
9, 20
9, 20
1, 100

]
(Figure 1.4 (c)). Note that not only the amount

of parameters for each block is reduced via the bottleneck design, the dimension of the feature map

is increased (from 64 to 100), which is usually found to benefit the overall performance.
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(a) Plain CNN layers (b) Basic block

(c) Bottleneck block (d) Gated linear unit

Figure 1.4: CNN building blocks

As a variation of the bottleneck block, gated linear unit ([34]) is proposed to boost the gradient

flow so as to leverage longer term temporal information. Note that in Figure 1.4 (d), left-hand

side component (v1) is without any activation function for the Hamdard product with v2 from

the right-hand side (equation 1.2). Consequently, there is no downscaling factor from the left-

hand side component in the gradient (equation 1.3). It differs from the long short-term memory

(LSTM) style gating scheme in [35] where the tanh function is employed as the activation function

for v1 (equation 1.4). In contrast, the LSTM-style gating is subject to gradient vanishing due to

downscaling factors in its gradient (equation 1.5).

y = v1 � σ(v2) (1.2)

∇[v1 � σ(v2)] = ∇v1 � σ(v2) + σ′(v2)∇v2 � v1 (1.3)

y = tanh(v1)� σ(v2) (1.4)

∇[tanh(v1)� σ(v2)] = tanh′(v1)∇v1 � σ(v2) + σ′(v2)∇v2 � tanh(v1) (1.5)
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1.3.1.2 Sub-pixel upsampling convolution

Upsampling convolution is essential for our neural codecs as it recovers the data rate, after down-

sampling with strided convolutions, back to the original one of the input signal. Sub-pixel upsam-

pling is proposed by [36] for super resolution images. Unlike deconvolution, Sub-pixel upsampling

involves a novel permutation operation which aggregates feature maps from previous convolutional

layers to build a super resolution (SR) image.

Suppose the waveform segment contains 12 samples (shaped as (1, 12, 1)). After downsamling

by 4X through convolutional layers, the feature map is with the shape of (1, 3, 8) with 8 being the

number of output channels and 3 being the length of each 1-D feature. Sub-pixel upsampling is

conducted by firstly reshape the feature map to the one with the shape of (1, 3, 2, 4) where 4 is

the desired upsampling factor; then the last two dimensions are permuted to yield a feature map

shaped as (1, 3, 4, 2) which is then transformed to the shape of (1, 12, 2). With another channel-

change convolutional layer, we can acquire a feature map with the original shape of (1, 12, 1). This

process is instantiated in Figure 1.5. Note that the feature map is learnable during backpropagation,

although these feature map transformations are deterministic.
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<latexit sha1_base64="ukIDUo8izhfdDpErH6+nz8z/Yx8=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBbBQylJLaggUvTisYKxhTaUzXbTLt1swu5GKKF/w4sHFa/+Gm/+GzdtDtr6YODx3gwz8/yYM6Vt+9sqrKyurW8UN0tb2zu7e+X9g0cVJZJQl0Q8kh0fK8qZoK5mmtNOLCkOfU7b/vg289tPVCoWiQc9iakX4qFgASNYG6l35VTRWRU1qqh+3S9X7Jo9A1omTk4qkKPVL3/1BhFJQio04ViprmPH2kux1IxwOi31EkVjTMZ4SLuGChxS5aWzm6foxCgDFETSlNBopv6eSHGo1CT0TWeI9Ugtepn4n9dNdHDhpUzEiaaCzBcFCUc6QlkAaMAkJZpPDMFEMnMrIiMsMdEmppIJwVl8eZm49dplzblvVJo3eRpFOIJjOAUHzqEJd9ACFwjE8Ayv8GYl1ov1bn3MWwtWPnMIf2B9/gCD947u</latexit><latexit sha1_base64="ukIDUo8izhfdDpErH6+nz8z/Yx8=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBbBQylJLaggUvTisYKxhTaUzXbTLt1swu5GKKF/w4sHFa/+Gm/+GzdtDtr6YODx3gwz8/yYM6Vt+9sqrKyurW8UN0tb2zu7e+X9g0cVJZJQl0Q8kh0fK8qZoK5mmtNOLCkOfU7b/vg289tPVCoWiQc9iakX4qFgASNYG6l35VTRWRU1qqh+3S9X7Jo9A1omTk4qkKPVL3/1BhFJQio04ViprmPH2kux1IxwOi31EkVjTMZ4SLuGChxS5aWzm6foxCgDFETSlNBopv6eSHGo1CT0TWeI9Ugtepn4n9dNdHDhpUzEiaaCzBcFCUc6QlkAaMAkJZpPDMFEMnMrIiMsMdEmppIJwVl8eZm49dplzblvVJo3eRpFOIJjOAUHzqEJd9ACFwjE8Ayv8GYl1ov1bn3MWwtWPnMIf2B9/gCD947u</latexit><latexit sha1_base64="ukIDUo8izhfdDpErH6+nz8z/Yx8=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBbBQylJLaggUvTisYKxhTaUzXbTLt1swu5GKKF/w4sHFa/+Gm/+GzdtDtr6YODx3gwz8/yYM6Vt+9sqrKyurW8UN0tb2zu7e+X9g0cVJZJQl0Q8kh0fK8qZoK5mmtNOLCkOfU7b/vg289tPVCoWiQc9iakX4qFgASNYG6l35VTRWRU1qqh+3S9X7Jo9A1omTk4qkKPVL3/1BhFJQio04ViprmPH2kux1IxwOi31EkVjTMZ4SLuGChxS5aWzm6foxCgDFETSlNBopv6eSHGo1CT0TWeI9Ugtepn4n9dNdHDhpUzEiaaCzBcFCUc6QlkAaMAkJZpPDMFEMnMrIiMsMdEmppIJwVl8eZm49dplzblvVJo3eRpFOIJjOAUHzqEJd9ACFwjE8Ayv8GYl1ov1bn3MWwtWPnMIf2B9/gCD947u</latexit><latexit sha1_base64="ukIDUo8izhfdDpErH6+nz8z/Yx8=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBbBQylJLaggUvTisYKxhTaUzXbTLt1swu5GKKF/w4sHFa/+Gm/+GzdtDtr6YODx3gwz8/yYM6Vt+9sqrKyurW8UN0tb2zu7e+X9g0cVJZJQl0Q8kh0fK8qZoK5mmtNOLCkOfU7b/vg289tPVCoWiQc9iakX4qFgASNYG6l35VTRWRU1qqh+3S9X7Jo9A1omTk4qkKPVL3/1BhFJQio04ViprmPH2kux1IxwOi31EkVjTMZ4SLuGChxS5aWzm6foxCgDFETSlNBopv6eSHGo1CT0TWeI9Ugtepn4n9dNdHDhpUzEiaaCzBcFCUc6QlkAaMAkJZpPDMFEMnMrIiMsMdEmppIJwVl8eZm49dplzblvVJo3eRpFOIJjOAUHzqEJd9ACFwjE8Ayv8GYl1ov1bn3MWwtWPnMIf2B9/gCD947u</latexit>

< 1, 12, 2 >
<latexit sha1_base64="77nFv88tRC+mrKtO84tBZPm2i24=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CRbBQym7RVBBpOjFYwXXiu1Ssmm2Dc0mS5IVytJ/4cWDild/jjf/jWm7B219MPB4b4aZeWHCmTau++0UlpZXVteK66WNza3tnfLu3r2WqSLUJ5JL9RBiTTkT1DfMcPqQKIrjkNNWOLye+K0nqjST4s6MEhrEuC9YxAg2Vnq88KrIq1dR/bJbrrg1dwq0SLycVCBHs1v+6vQkSWMqDOFY67bnJibIsDKMcDoudVJNE0yGuE/blgocUx1k04vH6MgqPRRJZUsYNFV/T2Q41noUh7Yzxmag572J+J/XTk10FmRMJKmhgswWRSlHRqLJ+6jHFCWGjyzBRDF7KyIDrDAxNqSSDcGbf3mR+PXaec27Pak0rvI0inAAh3AMHpxCA26gCT4QEPAMr/DmaOfFeXc+Zq0FJ5/Zhz9wPn8AvXqOig==</latexit><latexit sha1_base64="77nFv88tRC+mrKtO84tBZPm2i24=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CRbBQym7RVBBpOjFYwXXiu1Ssmm2Dc0mS5IVytJ/4cWDild/jjf/jWm7B219MPB4b4aZeWHCmTau++0UlpZXVteK66WNza3tnfLu3r2WqSLUJ5JL9RBiTTkT1DfMcPqQKIrjkNNWOLye+K0nqjST4s6MEhrEuC9YxAg2Vnq88KrIq1dR/bJbrrg1dwq0SLycVCBHs1v+6vQkSWMqDOFY67bnJibIsDKMcDoudVJNE0yGuE/blgocUx1k04vH6MgqPRRJZUsYNFV/T2Q41noUh7Yzxmag572J+J/XTk10FmRMJKmhgswWRSlHRqLJ+6jHFCWGjyzBRDF7KyIDrDAxNqSSDcGbf3mR+PXaec27Pak0rvI0inAAh3AMHpxCA26gCT4QEPAMr/DmaOfFeXc+Zq0FJ5/Zhz9wPn8AvXqOig==</latexit><latexit sha1_base64="77nFv88tRC+mrKtO84tBZPm2i24=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CRbBQym7RVBBpOjFYwXXiu1Ssmm2Dc0mS5IVytJ/4cWDild/jjf/jWm7B219MPB4b4aZeWHCmTau++0UlpZXVteK66WNza3tnfLu3r2WqSLUJ5JL9RBiTTkT1DfMcPqQKIrjkNNWOLye+K0nqjST4s6MEhrEuC9YxAg2Vnq88KrIq1dR/bJbrrg1dwq0SLycVCBHs1v+6vQkSWMqDOFY67bnJibIsDKMcDoudVJNE0yGuE/blgocUx1k04vH6MgqPRRJZUsYNFV/T2Q41noUh7Yzxmag572J+J/XTk10FmRMJKmhgswWRSlHRqLJ+6jHFCWGjyzBRDF7KyIDrDAxNqSSDcGbf3mR+PXaec27Pak0rvI0inAAh3AMHpxCA26gCT4QEPAMr/DmaOfFeXc+Zq0FJ5/Zhz9wPn8AvXqOig==</latexit><latexit sha1_base64="77nFv88tRC+mrKtO84tBZPm2i24=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CRbBQym7RVBBpOjFYwXXiu1Ssmm2Dc0mS5IVytJ/4cWDild/jjf/jWm7B219MPB4b4aZeWHCmTau++0UlpZXVteK66WNza3tnfLu3r2WqSLUJ5JL9RBiTTkT1DfMcPqQKIrjkNNWOLye+K0nqjST4s6MEhrEuC9YxAg2Vnq88KrIq1dR/bJbrrg1dwq0SLycVCBHs1v+6vQkSWMqDOFY67bnJibIsDKMcDoudVJNE0yGuE/blgocUx1k04vH6MgqPRRJZUsYNFV/T2Q41noUh7Yzxmag572J+J/XTk10FmRMJKmhgswWRSlHRqLJ+6jHFCWGjyzBRDF7KyIDrDAxNqSSDcGbf3mR+PXaec27Pak0rvI0inAAh3AMHpxCA26gCT4QEPAMr/DmaOfFeXc+Zq0FJ5/Zhz9wPn8AvXqOig==</latexit>
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Figure 1.5: An example of 4X sub-pixel upsampling

1.3.1.3 Depthwise separable convolution

The runtime efficiency is highly related to the amount of feature transformations which can be

calculated by the amount of parameters in convolutional kernels. Consider the transformation for
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⇤<latexit sha1_base64="CnbnAP6Wz8E/VfLSbmooIQGlj4M=">AAAB53icbVBNS8NAEJ3Ur1q/qh69LBZBPJREBPVW9OKxBWMLbSib7bRdu9mE3Y1QQn+BFw8qXv1L3vw3btsctPXBwOO9GWbmhYng2rjut1NYWV1b3yhulra2d3b3yvsHDzpOFUOfxSJWrZBqFFyib7gR2EoU0igU2AxHt1O/+YRK81jem3GCQUQHkvc5o8ZKjbNuueJW3RnIMvFyUoEc9W75q9OLWRqhNExQrduem5ggo8pwJnBS6qQaE8pGdIBtSyWNUAfZ7NAJObFKj/RjZUsaMlN/T2Q00nochbYzomaoF72p+J/XTk3/Ksi4TFKDks0X9VNBTEymX5MeV8iMGFtCmeL2VsKGVFFmbDYlG4K3+PIy8c+r11WvcVGp3eRpFOEIjuEUPLiEGtxBHXxggPAMr/DmPDovzrvzMW8tOPnMIfyB8/kD3qaMgg==</latexit><latexit sha1_base64="CnbnAP6Wz8E/VfLSbmooIQGlj4M=">AAAB53icbVBNS8NAEJ3Ur1q/qh69LBZBPJREBPVW9OKxBWMLbSib7bRdu9mE3Y1QQn+BFw8qXv1L3vw3btsctPXBwOO9GWbmhYng2rjut1NYWV1b3yhulra2d3b3yvsHDzpOFUOfxSJWrZBqFFyib7gR2EoU0igU2AxHt1O/+YRK81jem3GCQUQHkvc5o8ZKjbNuueJW3RnIMvFyUoEc9W75q9OLWRqhNExQrduem5ggo8pwJnBS6qQaE8pGdIBtSyWNUAfZ7NAJObFKj/RjZUsaMlN/T2Q00nochbYzomaoF72p+J/XTk3/Ksi4TFKDks0X9VNBTEymX5MeV8iMGFtCmeL2VsKGVFFmbDYlG4K3+PIy8c+r11WvcVGp3eRpFOEIjuEUPLiEGtxBHXxggPAMr/DmPDovzrvzMW8tOPnMIfyB8/kD3qaMgg==</latexit><latexit sha1_base64="CnbnAP6Wz8E/VfLSbmooIQGlj4M=">AAAB53icbVBNS8NAEJ3Ur1q/qh69LBZBPJREBPVW9OKxBWMLbSib7bRdu9mE3Y1QQn+BFw8qXv1L3vw3btsctPXBwOO9GWbmhYng2rjut1NYWV1b3yhulra2d3b3yvsHDzpOFUOfxSJWrZBqFFyib7gR2EoU0igU2AxHt1O/+YRK81jem3GCQUQHkvc5o8ZKjbNuueJW3RnIMvFyUoEc9W75q9OLWRqhNExQrduem5ggo8pwJnBS6qQaE8pGdIBtSyWNUAfZ7NAJObFKj/RjZUsaMlN/T2Q00nochbYzomaoF72p+J/XTk3/Ksi4TFKDks0X9VNBTEymX5MeV8iMGFtCmeL2VsKGVFFmbDYlG4K3+PIy8c+r11WvcVGp3eRpFOEIjuEUPLiEGtxBHXxggPAMr/DmPDovzrvzMW8tOPnMIfyB8/kD3qaMgg==</latexit><latexit sha1_base64="CnbnAP6Wz8E/VfLSbmooIQGlj4M=">AAAB53icbVBNS8NAEJ3Ur1q/qh69LBZBPJREBPVW9OKxBWMLbSib7bRdu9mE3Y1QQn+BFw8qXv1L3vw3btsctPXBwOO9GWbmhYng2rjut1NYWV1b3yhulra2d3b3yvsHDzpOFUOfxSJWrZBqFFyib7gR2EoU0igU2AxHt1O/+YRK81jem3GCQUQHkvc5o8ZKjbNuueJW3RnIMvFyUoEc9W75q9OLWRqhNExQrduem5ggo8pwJnBS6qQaE8pGdIBtSyWNUAfZ7NAJObFKj/RjZUsaMlN/T2Q00nochbYzomaoF72p+J/XTk3/Ksi4TFKDks0X9VNBTEymX5MeV8iMGFtCmeL2VsKGVFFmbDYlG4K3+PIy8c+r11WvcVGp3eRpFOEIjuEUPLiEGtxBHXxggPAMr/DmPDovzrvzMW8tOPnMIfyB8/kD3qaMgg==</latexit>

⇤<latexit sha1_base64="CnbnAP6Wz8E/VfLSbmooIQGlj4M=">AAAB53icbVBNS8NAEJ3Ur1q/qh69LBZBPJREBPVW9OKxBWMLbSib7bRdu9mE3Y1QQn+BFw8qXv1L3vw3btsctPXBwOO9GWbmhYng2rjut1NYWV1b3yhulra2d3b3yvsHDzpOFUOfxSJWrZBqFFyib7gR2EoU0igU2AxHt1O/+YRK81jem3GCQUQHkvc5o8ZKjbNuueJW3RnIMvFyUoEc9W75q9OLWRqhNExQrduem5ggo8pwJnBS6qQaE8pGdIBtSyWNUAfZ7NAJObFKj/RjZUsaMlN/T2Q00nochbYzomaoF72p+J/XTk3/Ksi4TFKDks0X9VNBTEymX5MeV8iMGFtCmeL2VsKGVFFmbDYlG4K3+PIy8c+r11WvcVGp3eRpFOEIjuEUPLiEGtxBHXxggPAMr/DmPDovzrvzMW8tOPnMIfyB8/kD3qaMgg==</latexit><latexit sha1_base64="CnbnAP6Wz8E/VfLSbmooIQGlj4M=">AAAB53icbVBNS8NAEJ3Ur1q/qh69LBZBPJREBPVW9OKxBWMLbSib7bRdu9mE3Y1QQn+BFw8qXv1L3vw3btsctPXBwOO9GWbmhYng2rjut1NYWV1b3yhulra2d3b3yvsHDzpOFUOfxSJWrZBqFFyib7gR2EoU0igU2AxHt1O/+YRK81jem3GCQUQHkvc5o8ZKjbNuueJW3RnIMvFyUoEc9W75q9OLWRqhNExQrduem5ggo8pwJnBS6qQaE8pGdIBtSyWNUAfZ7NAJObFKj/RjZUsaMlN/T2Q00nochbYzomaoF72p+J/XTk3/Ksi4TFKDks0X9VNBTEymX5MeV8iMGFtCmeL2VsKGVFFmbDYlG4K3+PIy8c+r11WvcVGp3eRpFOEIjuEUPLiEGtxBHXxggPAMr/DmPDovzrvzMW8tOPnMIfyB8/kD3qaMgg==</latexit><latexit sha1_base64="CnbnAP6Wz8E/VfLSbmooIQGlj4M=">AAAB53icbVBNS8NAEJ3Ur1q/qh69LBZBPJREBPVW9OKxBWMLbSib7bRdu9mE3Y1QQn+BFw8qXv1L3vw3btsctPXBwOO9GWbmhYng2rjut1NYWV1b3yhulra2d3b3yvsHDzpOFUOfxSJWrZBqFFyib7gR2EoU0igU2AxHt1O/+YRK81jem3GCQUQHkvc5o8ZKjbNuueJW3RnIMvFyUoEc9W75q9OLWRqhNExQrduem5ggo8pwJnBS6qQaE8pGdIBtSyWNUAfZ7NAJObFKj/RjZUsaMlN/T2Q00nochbYzomaoF72p+J/XTk3/Ksi4TFKDks0X9VNBTEymX5MeV8iMGFtCmeL2VsKGVFFmbDYlG4K3+PIy8c+r11WvcVGp3eRpFOEIjuEUPLiEGtxBHXxggPAMr/DmPDovzrvzMW8tOPnMIfyB8/kD3qaMgg==</latexit><latexit sha1_base64="CnbnAP6Wz8E/VfLSbmooIQGlj4M=">AAAB53icbVBNS8NAEJ3Ur1q/qh69LBZBPJREBPVW9OKxBWMLbSib7bRdu9mE3Y1QQn+BFw8qXv1L3vw3btsctPXBwOO9GWbmhYng2rjut1NYWV1b3yhulra2d3b3yvsHDzpOFUOfxSJWrZBqFFyib7gR2EoU0igU2AxHt1O/+YRK81jem3GCQUQHkvc5o8ZKjbNuueJW3RnIMvFyUoEc9W75q9OLWRqhNExQrduem5ggo8pwJnBS6qQaE8pGdIBtSyWNUAfZ7NAJObFKj/RjZUsaMlN/T2Q00nochbYzomaoF72p+J/XTk3/Ksi4TFKDks0X9VNBTEymX5MeV8iMGFtCmeL2VsKGVFFmbDYlG4K3+PIy8c+r11WvcVGp3eRpFOEIjuEUPLiEGtxBHXxggPAMr/DmPDovzrvzMW8tOPnMIfyB8/kD3qaMgg==</latexit>

: depthwise convolution
<latexit sha1_base64="4HGtFw19mXq/w3F7POJd6K9dQm0=">AAACBnicbVDLSgNBEJz1GeMr6lGQwSB4Crsi+DiJXjxGMCaQLGF20msGZ2eWmV41LLl58Ve8eFDx6jd482+cPA5qLGgoqrrp7opSKSz6/pc3NT0zOzdfWCguLi2vrJbW1q+szgyHGtdSm0bELEihoIYCJTRSAyyJJNSjm7OBX78FY4VWl9hLIUzYtRKx4Ayd1C5ttRDuMT+mHUixeycsUK7VrZbZwO+3S2W/4g9BJ0kwJmUyRrVd+mx1NM8SUMgls7YZ+CmGOTMouIR+sZVZSBm/YdfQdFSxBGyYD//o0x2ndGisjSuFdKj+nMhZYm0viVxnwrBr/3oD8T+vmWF8GOZCpRmC4qNFcSYpajoIhXaEAY6y5wjjRrhbKe8ywzi66IouhODvy5Oktlc5qgQX++WT03EaBbJJtskuCcgBOSHnpEpqhJMH8kReyKv36D17b977qHXKG89skF/wPr4BSk+Zyw==</latexit><latexit sha1_base64="4HGtFw19mXq/w3F7POJd6K9dQm0=">AAACBnicbVDLSgNBEJz1GeMr6lGQwSB4Crsi+DiJXjxGMCaQLGF20msGZ2eWmV41LLl58Ve8eFDx6jd482+cPA5qLGgoqrrp7opSKSz6/pc3NT0zOzdfWCguLi2vrJbW1q+szgyHGtdSm0bELEihoIYCJTRSAyyJJNSjm7OBX78FY4VWl9hLIUzYtRKx4Ayd1C5ttRDuMT+mHUixeycsUK7VrZbZwO+3S2W/4g9BJ0kwJmUyRrVd+mx1NM8SUMgls7YZ+CmGOTMouIR+sZVZSBm/YdfQdFSxBGyYD//o0x2ndGisjSuFdKj+nMhZYm0viVxnwrBr/3oD8T+vmWF8GOZCpRmC4qNFcSYpajoIhXaEAY6y5wjjRrhbKe8ywzi66IouhODvy5Oktlc5qgQX++WT03EaBbJJtskuCcgBOSHnpEpqhJMH8kReyKv36D17b977qHXKG89skF/wPr4BSk+Zyw==</latexit><latexit sha1_base64="4HGtFw19mXq/w3F7POJd6K9dQm0=">AAACBnicbVDLSgNBEJz1GeMr6lGQwSB4Crsi+DiJXjxGMCaQLGF20msGZ2eWmV41LLl58Ve8eFDx6jd482+cPA5qLGgoqrrp7opSKSz6/pc3NT0zOzdfWCguLi2vrJbW1q+szgyHGtdSm0bELEihoIYCJTRSAyyJJNSjm7OBX78FY4VWl9hLIUzYtRKx4Ayd1C5ttRDuMT+mHUixeycsUK7VrZbZwO+3S2W/4g9BJ0kwJmUyRrVd+mx1NM8SUMgls7YZ+CmGOTMouIR+sZVZSBm/YdfQdFSxBGyYD//o0x2ndGisjSuFdKj+nMhZYm0viVxnwrBr/3oD8T+vmWF8GOZCpRmC4qNFcSYpajoIhXaEAY6y5wjjRrhbKe8ywzi66IouhODvy5Oktlc5qgQX++WT03EaBbJJtskuCcgBOSHnpEpqhJMH8kReyKv36D17b977qHXKG89skF/wPr4BSk+Zyw==</latexit><latexit sha1_base64="4HGtFw19mXq/w3F7POJd6K9dQm0=">AAACBnicbVDLSgNBEJz1GeMr6lGQwSB4Crsi+DiJXjxGMCaQLGF20msGZ2eWmV41LLl58Ve8eFDx6jd482+cPA5qLGgoqrrp7opSKSz6/pc3NT0zOzdfWCguLi2vrJbW1q+szgyHGtdSm0bELEihoIYCJTRSAyyJJNSjm7OBX78FY4VWl9hLIUzYtRKx4Ayd1C5ttRDuMT+mHUixeycsUK7VrZbZwO+3S2W/4g9BJ0kwJmUyRrVd+mx1NM8SUMgls7YZ+CmGOTMouIR+sZVZSBm/YdfQdFSxBGyYD//o0x2ndGisjSuFdKj+nMhZYm0viVxnwrBr/3oD8T+vmWF8GOZCpRmC4qNFcSYpajoIhXaEAY6y5wjjRrhbKe8ywzi66IouhODvy5Oktlc5qgQX++WT03EaBbJJtskuCcgBOSHnpEpqhJMH8kReyKv36D17b977qHXKG89skF/wPr4BSk+Zyw==</latexit>

: pointwise convolution
<latexit sha1_base64="uDRwFDvtv6fKfc4V90WGsF6ofxk=">AAACBnicbVDLSgNBEJz1GeMr6lGQwSB4Crsi+DgFvXiMYEwgCWF20kkGZ2eWmd5oWHLz4q948aDi1W/w5t84eRw0saChqOqmuyuMpbDo+9/e3PzC4tJyZiW7ura+sZnb2r61OjEcylxLbaohsyCFgjIKlFCNDbAolFAJ7y6HfqUHxgqtbrAfQyNiHSXagjN0UjO3V0d4wPScxloovBcWKNeqp2Uy9AfNXN4v+CPQWRJMSJ5MUGrmvuotzZMIFHLJrK0FfoyNlBkUXMIgW08sxIzfsQ7UHFUsAttIR38M6IFTWrStjSuFdKT+nkhZZG0/Cl1nxLBrp72h+J9XS7B92kiFihMExceL2omkqOkwFNoSBjjKviOMG+FupbzLDOPoosu6EILpl2dJ+ahwVgiuj/PFi0kaGbJL9skhCcgJKZIrUiJlwskjeSav5M178l68d+9j3DrnTWZ2yB94nz9rrZng</latexit><latexit sha1_base64="uDRwFDvtv6fKfc4V90WGsF6ofxk=">AAACBnicbVDLSgNBEJz1GeMr6lGQwSB4Crsi+DgFvXiMYEwgCWF20kkGZ2eWmd5oWHLz4q948aDi1W/w5t84eRw0saChqOqmuyuMpbDo+9/e3PzC4tJyZiW7ura+sZnb2r61OjEcylxLbaohsyCFgjIKlFCNDbAolFAJ7y6HfqUHxgqtbrAfQyNiHSXagjN0UjO3V0d4wPScxloovBcWKNeqp2Uy9AfNXN4v+CPQWRJMSJ5MUGrmvuotzZMIFHLJrK0FfoyNlBkUXMIgW08sxIzfsQ7UHFUsAttIR38M6IFTWrStjSuFdKT+nkhZZG0/Cl1nxLBrp72h+J9XS7B92kiFihMExceL2omkqOkwFNoSBjjKviOMG+FupbzLDOPoosu6EILpl2dJ+ahwVgiuj/PFi0kaGbJL9skhCcgJKZIrUiJlwskjeSav5M178l68d+9j3DrnTWZ2yB94nz9rrZng</latexit><latexit sha1_base64="uDRwFDvtv6fKfc4V90WGsF6ofxk=">AAACBnicbVDLSgNBEJz1GeMr6lGQwSB4Crsi+DgFvXiMYEwgCWF20kkGZ2eWmd5oWHLz4q948aDi1W/w5t84eRw0saChqOqmuyuMpbDo+9/e3PzC4tJyZiW7ura+sZnb2r61OjEcylxLbaohsyCFgjIKlFCNDbAolFAJ7y6HfqUHxgqtbrAfQyNiHSXagjN0UjO3V0d4wPScxloovBcWKNeqp2Uy9AfNXN4v+CPQWRJMSJ5MUGrmvuotzZMIFHLJrK0FfoyNlBkUXMIgW08sxIzfsQ7UHFUsAttIR38M6IFTWrStjSuFdKT+nkhZZG0/Cl1nxLBrp72h+J9XS7B92kiFihMExceL2omkqOkwFNoSBjjKviOMG+FupbzLDOPoosu6EILpl2dJ+ahwVgiuj/PFi0kaGbJL9skhCcgJKZIrUiJlwskjeSav5M178l68d+9j3DrnTWZ2yB94nz9rrZng</latexit><latexit sha1_base64="uDRwFDvtv6fKfc4V90WGsF6ofxk=">AAACBnicbVDLSgNBEJz1GeMr6lGQwSB4Crsi+DgFvXiMYEwgCWF20kkGZ2eWmd5oWHLz4q948aDi1W/w5t84eRw0saChqOqmuyuMpbDo+9/e3PzC4tJyZiW7ura+sZnb2r61OjEcylxLbaohsyCFgjIKlFCNDbAolFAJ7y6HfqUHxgqtbrAfQyNiHSXagjN0UjO3V0d4wPScxloovBcWKNeqp2Uy9AfNXN4v+CPQWRJMSJ5MUGrmvuotzZMIFHLJrK0FfoyNlBkUXMIgW08sxIzfsQ7UHFUsAttIR38M6IFTWrStjSuFdKT+nkhZZG0/Cl1nxLBrp72h+J9XS7B92kiFihMExceL2omkqOkwFNoSBjjKviOMG+FupbzLDOPoosu6EILpl2dJ+ahwVgiuj/PFi0kaGbJL9skhCcgJKZIrUiJlwskjeSav5M178l68d+9j3DrnTWZ2yB94nz9rrZng</latexit>

Figure 1.6: An example of 4X upsampling

the last feature map in Figure 1.5 without changing its shape. If the kernel size is 3, we need

3× 2× 2 = 12 parameters from a normal convolution (as the number of input and output channels

will be 2). However, if we decompose this convolution into two steps, by conducting time domain

convolution and depthwise convolution separately, we only need 3×2×1+1×2×2 = 10 parameters.

This technique is referred to as “depthwise separable convolution”. The toy example is described in

Figure 1.6. Basically, a normal 1-D convolution that transforms a feature with the shape of (l, d1)

to (l, d2) requires a kernel with ks × d1 × d2 parameters; for depthwise separable convolution, the

number can be lowered to ks × 1 × d1 + 1 × d1 × d2. Note that in a more realistic case when the

kernel size is reasonably large, the benefit of this technique in reducing the amount of parameters

can be noticeable [37].

1.3.2 Neural discrete representation learning

1.3.2.1 Bitwise neural network

Bitwise neural network, or BNN, quantizes the input, parameters and activation functions in a

fully-connected network, such that the binarized model can be implemented by the XNOR gate.

BNN benefits the memory usage as well: for a floating-point network that takes 32 MB space, the

corresponding bitwise version only asks for 0.5 MB of memory space. Empirical results show that

BNN performs well for speech denoising and handwritten digit recognition at minimal computa-
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tional cost [13].

While BNN is proposed as a network compression technique, its binarized activation function

can be utilized to generate bitstrings similar to a vector quantization procedure. For instance, the

output of the code layer can be bounded between −1 to +1, with a tanh activation function as in

y = tanh(Wx + b), where W is the model weight of a network layer, x is the input of that layer

and and b is the bias. During the feedforward step, the tanh function is replaced by sign function,

such that the output can only be either −1 or +1. Note that sign function is non-differentiable. To

make it compatible with backpropagation during model training, the derivative of the sign function

is approximated by that of a tanh function.

The downside of BNN as a discrete representation learning technique is that it is difficult to be

coupled with entropy coding. The amount of unique binary vectors increases exponentially, in that

the binary vector with the length of l has 2l permutations. Without a well-defined regularizer on

the distribution of these vectors in the high dimensional space, they are expected to be sparsely

located, which is not favored by entropy coding procedures.

1.3.2.2 Vector quantized-variational autoencoder (VQ-VAE)

Following the turbulent wave of deep generative models, two winning candidates are arguably to be

generative adversarial networks (GAN) [38] and variational autoencoders (VAE) [39]. GAN features

a unique adversarial training scheme between two components, where a generator is optimized to

create sufficiently “vivid” samples so as to fool a discriminator while the discriminator is optimized

to tell the authentic samples from those counterfeit ones. While GAN is empirically found to

produce better “synthesized” images, VAE is deemed more relevant to the scope of our work on

compressing the waveform, as it focuses on learning the compact representation of the input data.

The learned representation can be further discretized via vector quantization (VQ) as in VQ-VAE

[40].
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As indicated by its name, VQ-VAE has two major components. First, it’s a VAE which does not

directly learn a compressed representation of the input data but a set of parameters of a Gaussian

distribution representing the data in the latent space. In other words, the decoder of a VAE does

not consume what the encoder outputs but samples from a Gaussian distribution which is param-

eterized by the encoder’s output. Because of that, VAE differs from the conventional autoencoder,

which targets a perfect input reconstruction, in that VAE is capable of synthesizing the input, or

generating similar but unseen samples. The other component is the built-in vector quantization

operator. The samples from the Gaussian distribution are segmented into frames. Each frame is

represented by the corresponding embedding with the highest similarity in the codebook. Suppose

the codebook contains 1024 embeddings, it is sufficient to use 10 bits to index all embeddings.

Rather than quantizing the samples from the distribution, the encoder simply sends indices of

embeddings in a bitstream. The decoder uses the received indices to fetch the actual samples to

assemble its inputs.

VQ-VAE has been widely adopted in recent neural speech coding schemes as it can downsample

the feature map by up to 64× and still deliver decent performance. Note that due to its “generative”

nature, the “synthesized” speech does not preserve the F0-related perceptual factors (including

pitch) of the speaker. The synthesized speech loses the original structure of the waveform, but

still sounds similar. One way to compensate for it is to transmit the fundamental frequency of the

speech as auxiliary information to facilitate a more accurate pitch reconstruction [19].

Although VQ-VAE serves an effective neural discrete representation learning scheme, it does not

suffice to meet an efficient and general-purpose waveform coding criteria in this thesis. First of all,

the model size of VQ-VAE can significantly go beyond what a low power device can afford. What

exacerbates the computational overhead is when VQ-VAE is used along with WaveNet, another

large auto-regressive neural network. In that case, WaveNet functions as a decoder consuming the

code generated from VQ-VAE to synthesize the speech signal. Moreover, VQ-VAE does not fit in
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well with audio coding. While synthesized speech can be tolerant even with an altered prosody or

accent, the audio signal of an opera performance is expected to be rendered of high fidelity.

1.3.2.3 Soft-to-hard quantization

To compress acoustic waveforms, a core component of an autoencoder (AE) is the trainable quan-

tizer which learns a discrete representation of the code layer in the AE. An alternative of VQ-VAE

[40] is termed as soft-to-hard quantization [41] which is employed in the many end-to-end speech

coding AEs [42, 43]. Given an input frame x ∈ RS of S samples, the output from the encoder is

h = FEnc(x), each of which is a 16-bit floating-point value. Given J = 32 centroids represented as

a vector b ∈ RJ , softmax quantization maps each sample in h to one of J centroids, such that each

quantized sample can be represented by log2 J bits (5 bits when J = 32).

This quantization process uses a hard assignment matrix Ahard ∈ RI×J , where I and J are the

dimension of the code and the vector of centroids, respectively. It can be calculated based on the

element-wise Euclidean distance matrix D ∈ RI×J .

Ahard(i, j) =





1 if D(i, j) = minj′ D(i, j′)

0 otherwise
. (1.6)

Then, the quantization can be done by assigning the closest centroid to each of h’s elements:

h̄ = Ahardb. However, this process is not differentiable and blocks the backpropagation error flow

during training. Instead, soft assignment is used during training as follows:

(a) Calculate the distance matrix D ∈ RI×J between the elements of h and b.

(b) Calculate the soft-assignment matrix from the dissimilarity matrix using the softmax function

Asoft = softmax(−αD), where the softmax function applies to each row of Asoft to turn it

into a probability vector, e.g., Asoft(i, j) holds the highest probability iff hi is most similar to

bj . Therefore, during the training phase Asoftb approximates hard assignments and is fed to
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the decoder as the input code, while still differentiable. The additional variable α controls the

softness of the softmax function, i.e., limα→∞Asoft = Ahard. We use α = 300 to minimize the

gap between Asoft and Ahard.

(c) At testing time, Ahard replaces Asoft by turning the largest probability in a row into one and

zeroing the others. Ahardb creates the quantized code h̄.

Figure 1.7 summarizes the softmax quantization process.
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Figure 1.7: An example of the softmax quantization process.

Note that there are two major constraints that limit the systematic performance.

(a) The quantization is conducted per sample (scalar quantization). Basically, the quantizer

maps each sample from neural encoder to the closest kernel. This procedure is not optimal

as it does not utilize the inherent temporal structure in waveforms, which could be modeled

in vector quantization. However, empirically, we could not implement a vector based soft-to-

hard quantization.

(b) Unlike the encoder in VQ-VAE with 64 × dimensionality reduction, the downsampling factor

can not be greater than 4 ×, beyond which the system may collapse.
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1.3.2.4 WaveNet

WaveNet [24] was not originally proposed to compress audio signals but to implement an auto-

regressive model to generate audio waves as an audio synthesis tool. It has been successfully

employed in text-to-speech (TTS), a core functionality in various industrial products such as Google

Assistant, Amazon Alexa, Apple’s Siri and Microsoft’s Cortana.

The major merit to use a WaveNet for speech coding is that it narrows the quality gap between

speech synthesis systems and waveform coding systems [44]. Conventionally, a vocoder such as

Codec 2 [45] does not generate satisfying decoded speech signals as it operates at a relatively low

bitrate. WaveNet vocoder is able to achieve comparable performance with standardized waveform

codecs such as AMR-WB [20], although WaveNet consumes much fewer bits per second.

The potential drawbacks for a WaveNet codec is twofold. As mentioned previously, a WaveNet

code, like most other neural network codecs, is computationally expensive which limits its potential

on devices. In addition, it runs strikingly slow. A WaveNet decoder may take more than 1 minute

to decode 1 second of speech, which is far from realistic for real-time communication. One obvious

reason is that it is based on an auto-regressive model: for each prediction step, the model only

predicts one single sample.

1.4 Motivation from a Cognitive Science Perspective

Understanding the nature of human minds, which is oftentimes approached via a resilient and multi-

disciplinary perspective from philosophy, anthropology, linguistics, neuroscience, computer science,

psychology and beyond, is the fundamental mission of cognitive science [46]. More specifically,

between the field pair of computer science and cognitive science, efforts are made bidirectionally [47]:

virtues of human learning can be employed in a computational model with a concrete engineering

goal, such as to achieve field transcending performance; on the other hand, the gist of a working

computational model can be distilled to cast light on decoding the underlying mechanism of human
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cognitive functionalities such as attention, memory and representation, to name a few. The focus of

this thesis is paradigmatic of the first direction with the emphasis on proposing a human learning

inspired and computationally favored model, for acoustic waveform coding.

Recent computational methods for several major audio / speech processing tasks have evidenced

that it is critical to understand the mechanism that facilitates human auditory perception. For

example, human learning features a multimodal nature of cognition as opposed to deliver multiple

advanced functionalities independently [48]. Consider three auditory processing tasks: speech

enhancement, automatic speech recognition (ASR), and natural language understanding (NLU),

which involves multiple types of multimodal sensory inputs: such as auditory and visual inputs.

Suppose you are having a casual conversation with your friend in a bar. Even with the background

noise, your brain exerts extra attention on the person you are listening to; visual stimuli such

as the gesture and lip movement usually offer additional cues to facilitate the dialog. Moreover,

the prior knowledge for the language and the topic at that moment will also be utilized. In

contrast, till recently, computational auditory processing has considered these tasks separately.

Speech enhancement models aim to suppress the added noise at the best effort. Assuming the

speech is perfectly enhanced, ASR models are to minimize the recognition error. Likewise, NLU

are rooted in a well functioned ASR front end. However, this can be sub-optimal. For example,

machine learning algorithms for speech separation and enhancement are usually to be deployed for

the benefit of a speech recognition system, with the assumption that a cleaned-up signal will lower

the word error rate (WER) which indicates a higher accuracy of the recognition model. However, as

the noise is removed, the speech is often distorted and sounds less natural, leading to even inferior

recognition performance.

Concretely, for speech and audio waveform coding, human cognition serves a critical role in

both conventional and contemporary deep learning based codecs. In this section, we briefly explain

it from two aspects: the design of speech codecs and the loss function for neural audio codecs.
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1.4.1 The role of predictive coding in acoustic waveform compression

1.4.1.1 Residual coding

Predictive coding (PC) can be interpreted from a perspective in variety of fields such as cognitive

psychology [49] and neuroscience [50], etc. The insight of PC is that human brains care less

about learning the representation of the actual reality out there in the world, than minimizing the

discrepancy between the reality and the human brain’s prediction [51]. In other words, human

brain does not process the whole qualia of the sensory input from the environment, but only a

small subset of it such that the synthesized prediction from it can lead to a minimized residual

error compared to what actually happens later on [52].

The virtue of PC is shown in residual coding, a well-formalized technique applied in compressing

videos [53], images [54] and audio signals [55]. As an instance of PC for data compression, residual

coding is to not encode the actual input but the residual signal which is the difference between the

actual input and what the codec predicts. In practice, with residual coding, the model complexity

can be reduced as we do not require the “perfect prediction” to be made from one single codec: the

“prediction error” will be processed by another data compression component which conducts resid-

ual coding. Moreover, the prediction is usually more accurate as residual coding is to “minimize the

discrepancy”. Beside, the theory suggests that the update of the states should be conducted locally

as a global backward sweep in canonical backpropagation algorithm is not biologically plausible in

human brains. Inspired of that, we also propose a local optimization scheme to train our neural

residual coding framework, detailed in Chapter. 2.

1.4.1.2 Source-filter modeling

Perhaps one of the most popular PC instances in speech processing is linear predictive coding

(LPC) [5]. LPC is a linear regression model to use only a few bits to represent a sampled speech

waveform. As a concrete example, LPC assumes that a speech sample at time step t is predicted by
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a linear combination of a few samples in the past. The linear coefficients are learned to minimize

the prediction error. As indicated by the predictive coding theory, LPC can be integrated in our

hierarchical residual coding framework where it performs a specific functionality of autoregression,

with the prediction error being processed by other hierarchical layers.

As detailed in Chapter. 3, in digital signal processing, LPC is based on speech production theory

[56] which suggests the speech signal is generated from sources which are then filtered by the vocal

tract. The way LPC is employed in the analysis of speech signal enables a source-vocal tract

separation where the characteristics of the vocal tract can be leveraged in many speech processing

tasks, such as automatic speech recognition (ASR).

1.4.2 How auditory perception is not reflected in neural audio codecs

Whether it is supervised learning or unsupervised learning, neural networks are trained to lower the

loss defined in an objective function. In computer vision, neural networks have been optimized to

achieve the surpassing human level accuracy for object recognition; in automatic speech recognition,

the model is trained to lower the word error rate. For these problems, the lower the loss is, the

better the performance or model is. Therefore, efforts have been made to propose advanced neural

network models for scaled datasets to further lower the loss, or improve the performance.

Neural speech/audio coding differs from many of the tasks mentioned above, in that the model

output, the decoded signal, is eventually evaluated not by an objective measure, but human ears.

Hence, a very natural question is raised: if the objective function is ill-defined, will the output with

a satisfying objective score be correspondingly preferred by human listeners? The answer to this

question is case by case: if the objective score is very high, say over 60 dB in terms of signal-to-noise

ratio (SNR), then listeners will also be likely to consider the decoded speech to be with transparent

quality; on the other hand, if the objective score is extremely low, human listeners will not find

those samples to be acceptable. The tricky case, however, lies somewhere in the middle: if the
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SNR is 15 dB, will that decoded signal be with high or low perceptual quality? In fact, for audio

signals, it is very uncertain. While some transparent decoded audio samples may have a relatively

low SNR of less than 10 dB, other decoded samples with over 20 dB SNR may still contain audible

artifacts. This is, to a certain degree, mitigated by using surrogates of human auditory perception,

such as STOI and PESQ both of which are shown to be better correlated to subjective listening

scores than SNR. Still, discrepancy exists between these surrogates and the ground truth feedback

from human listeners, not to mention that they cannot be directly used in the loss function for

model training.

To address the inconsistency between objective and subjective metrics, conventional audio

codecs leverage masking effects featured in human auditory perception when compressing the audio

signals [57, 58]. The rule of thumb is to only assign bits to encode the signal if otherwise the con-

sequence quantization error will become audible (or not masked). As psychoacoustic studies have

pointed out, various masking effects can make acoustic stimuli including those from quantization

imperceptible. For example, the acoustic stimulus would be considered inaudible if the interfering

stimulus is with a close enough frequency, because they are perceived as one tune; if the acoustic

stimulus is with a too low (below 20 Hz) or high (above 20 kHz) frequency, it will be inaudible to

human ears; in addition, even the frequency of an acoustic stimulus is within the audible frequency

range, of its sound pressure level is not sufficiently high, it will still be inaudible. These psychoa-

coustic features can help lowering the bitrate and codec complexity without leading to audible

performance degradation. Since our goal is to not trade model complexity for good performance,

a gold objective function that truly reflects human auditory perception is highly desired.

1.5 Summary and Thesis Outline

In this chapter, I presented the problem of acoustic waveform coding; discussed the potential op-

portunity and challenge of using deep neural networks for this problem; outlined related techniques
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in both the conventional and contemporary domains; and motivated the thesis from a cognitive

science perspective. We argue that a better consideration of the mechanism of human auditory

perception can benefit the design of our computational model for acoustic waveform compression,

although the solution is not easy to be achieved: how to apply the theory of predictive coding to

the practice of waveform coding to achieve efficiency and scalability? Is it possible to integrate

experimental evidence from psychoacoustics into the training procedure of a neural audio codec

so as to improve the model performance without at the expense of complexity? As an attempt to

answer those questions, we structure the remainder of the thesis as follows:

• Chapter 2 talks about cascaded cross-module residual learning, a neural network based

coding pipeline that implements a conventional concept of multistage vector quantization

(MSVQ). The idea is to not attempt to quantize the speech signal with one-shot. Instead,

encode the signal through multiple phases. This allows us to not rely on a powerful and

gigantic neural codec, but a set of serialized lightweight neural codecs. We illustrate, in

detail, a compact design of this lightweight neural codec, and how many of these codecs can

be hosted and optimized to deliver transparent decoded speech signals.

• In chapter 3, we propose an algorithm similar to LPC-Net but for waveform quantization.

Instead of modeling the whole speech generation process in neural networks, we outsource

the vocal tract response part to linear predictive coding, a very effective DSP technique

of low computational overhead. In addition, we manage to integrate the DSP workflow to

the TensorFlow graph, such that the quantization for LPC coefficients and the residuals

can be collaboratively optimized. Empirical results show that the proposed collaborative

quantization (CQ) scheme finds a better pivot between LPC module and neural network

residual quantization module, such that the performance is more robust even at lower bitrates.

• Having realized the importance of a perceptually salient objective function, in chapter 4, we

introduce an optimization scheme which is better correlated to human auditory perception,

22



by leveraging psychoacoustics. By calculating the global masking threshold for each input

audio waveform segment, the model is trained to only remove audible artifacts generated

during compression while being tolerant to other errors. Therefore, there is no need to send

as many bits per second or use an energy consuming neural network to deliver comparable

performance. To that end, we have proposed two loss terms to prioritize the training and

modulate the artifact, respectively. This is, to our best knowledge, the first work to bring

psychoacoustics to neural audio coding.

• We summarize our contributions in chapter 5 and provide a potential direction for future

work to better address a set of open ended questions such as the usage of the learned compact

representation of clean speech signals in speech recognition and enhancement.
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Chapter 2

CROSS-MODULE RESIDUAL LEARNING

2.1 Motivation: from Multistaged Quantization to Cascaded Residual Coding

Since the last decade, data-driven approaches have vitalized the use of deep neural networks (DNN)

for speech coding. A speech coding system can be formulated by DNN as an autoencoder (AE) with

a code layer discretized by vector quantization (VQ) [12] or bitwise network techniques [13], etc.

Many DNN methods [14][15] take inputs in time-frequency (T-F) domain from short time Fourier

transform (STFT) or modified discrete cosine transform (MDCT), etc. Recent DNN-based codecs

[16][17][18][19][59] model speech signals in time domain directly without T-F transformation. They

are referred to as end-to-end methods, yielding competitive performance comparing with current

speech coding standards, such as AMR-WB [20].

While DNN serves a powerful parameter estimation paradigm, they are computationally ex-

pensive to run on smart devices. Many DNN-based codecs achieve both low bitrates and high

perceptual quality, two main targets for speech codecs [60][61][62], but with a high model complex-

ity. A WaveNet based variational autoencoder (VAE) [19] outperforms other low bitrate codecs

in the listening test, however, with 20 millions parameters, not realistic for real-time processing in

a resource-constrained device. Similarly, codecs built on SampleRNN [63][64] can also be energy-

intensive.

Conventional codecs achieve model efficiency by decomposing the whole task of speech signal

quantization and reconstruction into multiple stages [65, 66]. For instance, [67] adopts multi-stage

vector quantization (MSVQ) to discretize LPC coefficients in 4 kbps. In comparison, end-to-end

DNN systems tackle the problem in one gigantic model. It seems that the solution is simplified but

tuning a model as such requires millions of parameters, a significant amount of training data and
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advanced optimization techniques.

We focus on reducing the computational overhead of neural speech codecs by disassembling

the “big” DNN into a list of “small” DNNs, and compressing the speech signal in a cascaded, or

multi-staged, manner. That said, we need to re-define the conventional MSVQ technique with DNN

techniques. The neural network based pipeline that hosts a list of compact codecs is dubbed as

Cross-Model Residual Learning (CMRL). Note that each “small” DNN needs to be simplified such

that the accumulative model complexity of this cascaded residual coding system does not surpass

its baseline counterpart. A two-phase training scheme is also proposed to optimize CMRL.

2.2 A Simplified Autoencoder for End-to-End Speech Coding

Before introducing CMRL as a framework to host multiple modules, we describe the component

module which is aimed to be compact in terms of the model size.

Recently, an end-to-end DNN speech codec (referred to as Kankanahalli-Net) has shown compet-

itive performance comparable to one of the standards (AMR-WB) [17]. We propose our component

model, with much fewer model parameters, that consists of bottleneck residual learning [68], soft-

to-hard quantization [69], and sub-pixel convolutional neural networks for upsampling [36]. Figure

2.1 depicts the component module.

In the end-to-end speech codec, we take S = 512 time domain samples per frame, 32 of which

are windowed by the either left or right half of a Hann window and then overlapped with the

adjacent ones. This forms the input to the first 1-D convolutional layer of C kernels, whose output

is a tensor of size S × C .

There are four types of non-linear transformations involved in this fully convolutional network:

downsampling, upsampling, channel changing, and residual learning. The downsampling operation

reduces S down to S/2 by setting the stride d of the convolutional layer to be 2, which turns an

input example S ×C into S/2×C. The original dimension S is recovered in the decoder with the

25



so
#	  

0	  
1	  

…
	  

0	  

0	  
0	  

…
	  

1	  

…
	  

…
	  

…
	  

…
	  

0	  
1	  

…
	  

0	  

cl
us

te
rin

g 
as

si
gn

m
en

t 

en
tro

py
  

co
di

ng
 

 
en

tro
py

  
de

co
di

ng
 

…
 

(a
). 

R
aw

 P
C

M
 o

r  
LP

C
 re

si
du

al
 s

ig
na

l 

(f)
. d

ec
od

ed
 s

ig
na

l 

(b
). 

bo
ttl

e-
ne

ck
 b

lo
ck

s 

(b
). 

bo
ttl

e-
ne

ck
 b

lo
ck

s 

(c
). 

so
ftm

ax
 q

ua
nt

iz
at

io
n 

(e
). 

qu
an

tiz
ed

 c
od

e 
 

(d). entropy coding 

…
 

Encoder Decoder 

…
 

Do
w
n	  

sa
m
pl
in
g	  

…
 

U
p	  

sa
m
pl
in
g	  

(b
). 

bo
ttl

e-
ne

ck
 b

lo
ck

s 

(b
). 

bo
ttl

e-
ne

ck
 b

lo
ck

s 

F
ig

u
re

2.
1:

C
ro

ss
-m

o
d

u
le

re
si

d
u

al
le

ar
n

in
g

p
ip

el
in

e

26



Figure 2.2: The interlacing-based upsampling process.

recently proposed sub-pixel convolution [69], which forms the upsampling operation. The super-

pixel convolution is done by interlacing multiple feature maps to expand the size of the window

(Figure 3.14). In our case, we interlace a pair of feature maps, and that is why in Table 2.1 the

upsampling layer reduces the channels from 100 to 50 while recovers the original 512 dimensions

from 256.

In this work, to simplify the model architecture we have identical shortcuts only for cross-layer

residual learning, while Kankanahalli-Net employs them more frequently. Furthermore, inspired

by recent work in source separation with dilated convolutional neural network [70], we use a “bot-

tleneck” residual learning block to further reduce the number of parameters. This can lower the

amount of parameters, because the reduced number of channels within the bottleneck residual

learning block decreases the depth of the kernels. See Table 2.1 for the size of our kernels. Like-

wise, the input S × 1 tensor is firstly converted to a S ×C feature map, and then downsampled to

S/2 × C. Eventually, the code vector shrinks down to S/2 × 1. The decoding process recovers it

back to a signal of size S × 1, reversely.

2.3 Proposed Cascaded Inter-Model Residual Learning Pipeline

2.3.1 The module carrier: CMRL

Figure 2.3 shows the proposed cascaded cross-module residual learning (CMRL) process. In CMRL,

each module does its best to reconstruct its input. The procedure in the i-th module is denoted as

F(x(i);W(i)), which estimates the input as x̂(i). The input for the i-th module is defined as

x(i) = x−
i−1∑

j=1

x̂(j), (2.1)
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where the first module takes the input speech signal, i.e., x(1) = x. The meaning is that each

module learns to reconstruct the residual which is not recovered by its preceding modules. Note

that module homogeneity is not required for CMRL: for example, the first module can be very

shallow to just estimate the envelope of MDCT spectral structure while the following modules may

need more parameters to estimate the residuals.

Each AE decomposes into the encoder and decoder parts:

h(i) = Fenc(x
(i);W(i)

enc), x̂(i) = Fdec(h
(i);W(i)

dec), (2.2)

where h(i) denotes the part of code generated by the i-th encoder, and W(i)
enc ∪W(i)

dec = W(i).

The encoding process: For a given input signal x, the encoding process runs all N AE

modules in a sequential order. Then, the bistring is generated by taking the encoder outputs and

concatenating them: h =
[
h(1)>,h(2)>, · · · ,h(N)>

]>
.

The decoding process: Once the bitstring is available on the receiver side, all the decoder

parts of the modules, Fdec(x
(i);W(i)

dec) ∀N , run to produce the reconstructions which are added up

to approximate the initial input signal with the global error defined as

Ê
(
x

∣∣∣∣
∣∣∣∣
N∑

i=1

x̂(i)

)
. (2.3)

2.3.2 Training loss justification

2.3.2.1 Mel-scaled loss

To better reflect human sound perception, we follow the common steps to conduct Mel-scaled filter

bank analysis. Starting from calculating the power spectrum from short-term Fourier transform

(STFT), we subsequently compute the energy in each Mel-scaled filter. The filter bank consists

of a set of triangular filters: the response reaches the maximum of 1 at its center frequency and
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decreases linearly to 0 at center frequencies of adjacent filters. In other words, the distorted MSE

measures the energy difference in each frequency band in Mel scale. The filter bank size defines the

granularity level of the comparison. Following [17], we conduct a coarse-to-fine filter bank analysis

by setting four filter bank sizes, F = {8, 16, 32, 128}, to measure the Mel-scaled MSE as shown in

Fig.2.4.
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Figure 2.4: Coarse-to-fine filter bank analysis in Mel scale

2.3.2.2 Quantization loss

We define the perplexity degree of the soft class assignment P(Asoft) in Eq.2.4.

P(Asoft) =
1

m

∑

m

(
∑

n

√
Asoft[m][n]−

∑

n

√
Ahard[m][n]), (2.4)

where the perplexity degree is maximized when the value in each row is 1
n . In that case, a severe

performance degradation is expected at the test time when Asoft is replaced by Ahard. P(Asoft) will

be 0 when there is only one position with the probability of 1.0 in all rows. To better approximate

Ahard, the scalar α can be gradually increased during training such that the probability vector in

Asoft resembles a one-hot vector. This is termed as “soft-to-hard annealing” which is accompanied

by the issue of hand tweaking the scheduler to alter the value of α properly.

In this work, we resort to a regularizer which only keeps the Asoft component in Eq.2.4 to

minimize the perplexity degree while setting α to be a moderately large constant for simplicity. As
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(a) With quantization regularizer
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(b) No quantization regularizer

Figure 2.5: Effects of quantization regularizer on PESQ during model training

shown in Eq.2.5,

∂P(Asoft)

∂W
=

∂( 1
m

∑
m

(
∑
n

√
Asoft[m][n]))

∂W
, (2.5)

since each row of Ahard in Eq.2.4 is an one-hot vector, summed up to a constant. The derivative

of the regularizer with respect to the model weight is the same with that of the perplexity degree.

Generally, the scalar value α = 300 should be large enough to initiate the training process,

which means the corresponding quantization loss is close to 1. Still, the quantization regularizer

is necessary to guarantee the level of spikiness for each row in the soft assignment matrix. As

shown in Figure 2.5, without the quantization regularizer, the PESQ score will drop abruptly as

the quantization loss surges.

2.3.3 Two-round training scheme

Intra-module greedy training: We provide a two-round training scheme to make CMRL opti-

mization tractable. The first round adopts a greedy training scheme, where each AE tries its best
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to minimize the error: arg min
W(i)

E(x(i)||F(x(i);W(i))). The greedy training scheme echoes a divide-

and-conquer manner, leading to an easier optimization for each module. The thick gray arrows

in Figure 2.3 show the flow of the backpropagation error to minimize the individual module error

with respect to the module-specific parameter set W(i).

Cross-module finetuning: The greedy training scheme accumulates module-specific error,

which the earlier modules do not have a chance to reduce, thus leading to a suboptimal result.

Hence, the second-round cross-module finetuning follows to further improve the performance by

reducing the total error:

arg min
W(1)···W(N)

Ê
(
x

∣∣∣∣
∣∣∣∣
N∑

i=1

F
(
x(i);W(i)

)
)
. (2.6)

During the finetune step, we first (a) initialize the parameters of each module with those estimated

from the greedy training step (b) perform cascaded feedforward on all the modules sequentially to

calculate the total estimation error in equation 2.3 (c) backpropagate the error to update parameters

in all modules altogether (thin black arrows in Figure 2.3). Aside from the total reconstruction

error equation 2.3, we inherit Kankanahalli-Net’s other regularization terms, i.e., perceptual loss,

quantization penalty, and entropy regularizer.

2.3.4 Bitrate and entropy coding

The bitrate is calculated from the concatenated bitstrings from all modules in CMRL. Each encoder

module produces S/d quantized symbols from the softmax quantization process (Figure 2.1 (e)),

where the stride size d divides the input dimensionality. Let c(i) be the average bit length per

symbol after Huffman coding in the i-th module. Then, c(i)S/d stands for the bits per frame. By

dividing the frame rate, (S−o)/f , where o and f denote the overlap size in samples and the sample

rate, respectively, the bitrate per module add up to the total bitrate: ξLPC +
∑N

i=1
fcS

(S−o)d , where

the overhead to transmit LPC coefficients is ξlpc=2.4 kbps, which is 0 for the case with raw PCM

signals as the input.
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By having the entropy control scheme proposed in Kankanahalli-Net as the baseline to keep a

specific bitrate, we further enhance the coding efficiency by employing the Huffman coding scheme

on the vectors. Aside from encoding each symbol (i.e., the softmax result) separately, encoding

short sequences can further leverage the temporal correlation in the series of quantized symbols,

especially when the entropy is already low [71] [72]. We found that encoding a short symbol

sequence of adjacent symbols, i.e., two symbols, can lower down the average bit length further in

the low bitrates.

2.4 Experimental Results

Table 2.1: Architecture of the component module as in Figure 2.1. Input and output tensors sizes
are represented by (width, channel), while the kernel shape is (width, in channel, out channel).

Layer Input shape Kernel shape Output shape

Change channel (512, 1) (9, 1, 100) (512, 100)

1st bottleneck (512, 100)
(9, 100, 20)

]
×2(9, 20, 20)

(9, 20, 100)
(512, 100)

Downsampling (512, 100) (9, 100, 100) (256, 100)

2nd bottleneck (256, 100)
(9, 100, 20)

]
×2(9, 20, 20)

(9, 20, 100)
(256, 100)

Change channel (256, 100) (9, 100, 1) (256, 1)

Change channel (256, 1) (9, 1, 100) (256, 100)

1st bottleneck (256, 100)
(9, 100, 20)

]
×2(9, 20, 20)

(9, 20, 100)
(256, 100)

Upsampling (256, 100) (9, 100, 100) (512, 50)

2nd bottleneck (512, 50)
(9, 50, 20)

]
×2(9, 20, 20)

(9, 20, 50)
(512, 50)

Change channel (512, 50) (9, 50, 1) (512, 1)

We first show that for the raw PCM input CMRL outperforms AMR-WB and Kankanahalli-Net

in terms of objective metrics in the experimental setup proposed in [17], where the use of LPC was

not tested. Therefore, for the subjective quality, we perform MUSHRA tests [73] to investigate how

the performance from CMRL with an LPC residual input is compared with AMR-WB and OPUS
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at high bitrates.

300 and 50 speakers are randomly selected from TIMIT [74] training and test datasets, respec-

tively. We consider two types of inputs in time-domain: raw PCM and LPC residuals. For the raw

PCM input, the data is normalized to have a unit variance, and then directly fed to the model. For

the LPC residual input, we conduct a spectral envelope estimation on the raw signals to get LPC

residuals and corresponding coefficients. The LPC residuals are modeled by the proposed end-to-

end CMRL pipeline, while the LPC coefficients are quantized and sent directly to the receiver side

at 2.4 kbps. The decoding process recovers the speech signal based on the LPC synthesis procedure

using the LPC coefficients and the decoded residual signals.

We consider four bitrate cases: 8.85 kbps, 15.85 kbps, 19.85 kbps and 23.85 kbps. All convo-

lutional layers in CMRL use 1-D kernel with the size of 9 and the Leaky Relu activation. CMRL

hosts two modules: each module is with the topology as in Table 2.1. Each residual learning block

contains two bottleneck structures with the dilation rate of 1 and 2. Note that for the lowest bitrate

case, the second encoder downsamples each window to 128 symbols. The learning rate is 0.0001 to

train the first module, and 0.00002 for the second module. The fine-tuning step uses 0.00002 as the

learning rate, too. Each window contains 512 samples with the overlap size of 32. We use Adam

optimizer [75] with the batch size of 128 frames. Each module is trained for 30 epochs followed by

the fine-tuning until the entropy is within the target range.

2.4.1 Objective test

We evaluate 500 decoded utterances in terms of SNR and PESQ with wide band extension (P862.2)

[28]. Figure 2.6 (a) shows the effectiveness of CMRL against a system with a single module in terms

of SNR and PESQ values per epoch. The single module is with three more bottleneck blocks and

twice more codes for a fair comparison. It is trained for 90 epochs with other hyperparameters

that are unaltered. For both SNR and PESQ, the plot shows a noticeable performance jump as
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Figure 2.6: (a) SNR and PESQ per epoch (b) model complexity

Table 2.2: SNR and PESQ scores on raw PCM test signals.

Metrics SNR (dB) PESQ

Bitrate (kbps) 8.85 15.85 19.85 23.85 8.85 15.85 19.85 23.85

AMR-WB 9.82 11.93 12.46 12.73 3.41 3.99 4.09 4.13
K-Net - - - - 3.63 4.13 4.22 4.30
CMRL 13.45 16.35 17.18 17.33 3.69 4.21 4.34 4.42

the second module is included, followed by another jump by a round of fine-tuning.

Table 2.2 compares CMRL with AMR-WB and Kankanahalli-Net at four bitrates for the raw

PCM input case. CMRL achieves both higher SNR and PESQ at all four bitrate cases. Note that

the SNR for CMRL at 8.85 kbps is greater than AMR-WB at 23.85 kbps. CMRL also gives a

better PESQ score at 15.85 kbps than AMR-WB at 23.85 kbps.

2.4.2 Subjective test

Figure 2.7 shows MUSHRA test results done by six audio experts on 10 decoded test samples

randomly selected with gender equity. At 19.85 kbps and 23.85 kbps, CMRL with LPC residual
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(a) 8.85 kbps (b) 15.85 kbps (c) 19.85 kbps

(d) 23.85 kbps (e) 23.85 kbps

Figure 2.7: MUSHRA test results. From (a) to (d): the performance of CMRL on raw and LPC
residual input signals compared against AMR-WB at different bitrates. (e) An additional test
shows that the performance of CMRL with the LPC input competes with OPUS, which is known
to outperform AMR-WB in 23.85 kbps.

inputs outperforms AMR-WB. At lower bitrates though, AMR-WB starts to work better. CMRL

on raw PCM is found less favored by listeners. We also compare CMRL with OPUS in the high

bitrate where OPUS is known to perform well, and find that CMRL slightly outperforms OPUS1.

2.4.3 µ law companding

When it comes to bit-depth reduction for speech compression, µ law companding serves a well

known algorithm to lower the bit-depth from 16 bits to 8 bits in telecommunication standards.

1Samples are available at http://saige.sice.indiana.edu/research-projects/neural-audio-coding
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The algorithm consists of two reciprocal transformations: µ law compressing and µ law expanding:

the former transformation warping the signal via a logarithm based function while the latter trans-

formation converting the warped representation back to the original scale. With µ law companding,

the process of bit-depth reduction is less subject to quantization loss comparing with the linear

quantization counterpart. In addition, it facilitates the optimization of deep neural network based

auto-regressive models.

2.4.3.1 The role of µ law companding in 8-bit PCM codecs

Consider a speech waveform in the 16-bit fixed point representation. By definition, the representa-

tion has 65536, or 216, distinct integer values, ranging in (−32768,+32767). Suppose each sample

in the waveform is only allowed to be represented by an 8-bit fixed point, it has to be quantized into

one out of the 256, or 28, integer values, ranged in (−128,+127). How to design the quantization

algorithm to limit the quantization loss is critical to preserve the speech quality.

One straightforward way to conduct the quantization is via linear mapping. For the highest

positive value, +32767, when converting it to the 8-bit format, it becomes +127: the process is to

divide +32767 by +256, with the remainder 255 being the quantization error. In other words, when

expanding +127 back to the 16-bit format, it will be 32512. Comparing to its original value, the

error rate is |32767−32512
32767 | = 0.0078%. The problem occurs when those sample values to be quantized

are close to 0. Suppose we are compressing +128: with linear mapping, it will be rounded to 0 and

not possible to be recovered. In fact, this issue applies to all positive samples ranging in (−255,−1)

and (+1,+255), with the corresponding error rate of 100%. Unfortunately, most samples in speech

waveforms are with small amplitudes, which makes linear mapping undesirable.

In contrast, µ law companding focuses more on samples with smaller amplitudes by non-linearly

mapping the waveform with a logarithm based function before conducting quantization. The µ law

compressing function is defined in Eq.2.7, where µ ∈ (0, inf) determines the non-linearty of the
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Table 2.3: Error rate comparison between µ law companding and linear mapping

Sample values 200 400 800 1600 3200 6400 12800 25600

Normalized values 0.0061 0.0122 0.0244 0.0488 0.0977 0.1953 0.3906 0.7813

µ law warped values 0.1693 0.2550 0.3566 0.4687 0.5869 0.7084 0.8316 0.9557

Quantization values 21 32 45 59 75 90 106 122

Recovered values 191 386 775 1528 3183 6214 12555 25239

Error rates 0.0450 0.0350 0.0312 0.0450 0.0053 0.0291 0.0191 0.0141

Error rates (linear) 1.0000 0.3600 0.0400 0.0400 0.0400 0.0000 0.0000 0.0000

Coverage rate 0.7312 0.8555 0.9422 0.9847 0.9986 0.9999 1.0000 1.0000

function and x ∈ (−1, 1) is the input waveform sample. The function is almost linear when µ gets

close to 0.

Fcompression(x, µ) = sign(x)
ln(1 + µ|x|)
ln(1 + µ)

(2.7)

By default, µ is set to be 255. Consider the same case where +128 is to be quantized. With µ

law companding, it is firstly converted as Fcompression( 128
32767 , 255) = 0.1247, as opposed to 0.0039

with linear transformation; in 8-bit scale, 0.1247 is quantized as floor(0.1247 ∗ 128) = 15. The µ

law expanding algorithm recovers the sample in 16-bit scale as ceil(F−1
compression( 15

128 , 255)) = 118.

The error rate is |128−118
128 | = 0.0781%, as opposed to the previous 100% from the linear mapping

approach.

Table.2.3 compares error rates from µ law companding and linear companding: unless sample

values are relatively small, there is no clean evidence that µ law companding is superior to linear

companding unless when the sample values are relatively small, which, as stated before, is indeed the

case for speech signals. We calculate the coverage rate of samples from 20 TIMIT test utterances,

where the coverage rate is defined as a percentage, quantifying the portion of samples with the

absolute value less than the threshold: over 85% samples are bounded in (−400, 400).

38



0 10 20 30
Indices of Quantization Means

°1.00

°0.75

°0.50

°0.25

0.00

0.25

0.50

0.75

1.00

V
al

ue
s

of
Q

ua
nt

iz
at

io
n

M
ea

ns
Epoch 9
Epoch 19
Epoch 29
Epoch 39
Epoch 49
Epoch 59
Epoch 69
Epoch 79
Epoch 89
Epoch 99
m = 255𝜇

(a) µ law transformed before quantization
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(b) Direct encoder output quantization

Figure 2.8: Effects of µ law transformation on quantization means, SNR and PESQ

2.4.3.2 µ law companding in neural codecs

µ law companding is adopted in WaveNet, an end-to-end auto-regressive network, where the model

is optimized as a classification problem. Without µ law companding, each model output by default

is in 16-bit fixed point representation. Having that, it is formulated as a vector with the length of

16. During model training, cross entropy is employed to measure the discrepancy between ground

truth vectors and those generated from the model. The challenge lies in the high dimensional and

sparse vector space, which makes the optimization almost intractable. To tackle that, WaveNet

uses µ law companding to achieve the bit-depth reduction from 16 bits to 8 bits, as applied in PCM

codecs, making the model training a much more feasible process.

The proposed waveform codec, in contrast, does not reduce the bit-depth via µ law companding
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(b) The validation PESQ curve during training

Figure 2.9: Effects of µ law transformation on quantization means, SNR and PESQ

but soft-to-hard quantization by leveraging entropy coding. To investigate if µ law companding

will benefit the quantization loss, we apply µ law compressing algorithm to the encoder output

and µ law expansion algorithm to the decoder input, while training the model at 12.85 kbps. The

SNR and PESQ from the validation dataset during model training is compared to the counterpart

without µ law companding, in Figure 2.9. It is observed that µ law companding does not noticeably

improve the speech quality especially in terms of PESQ, when the bitrate target is reached (at the

99-th epoch). During the beginning of model training when the entropy penalty is not as strict,

µ law curves are relatively higher as the encoder outputs are zoomed in via µ law compressing

algorithm, which means those samples are quantized with a relatively higher resolution. However,

with the entropy regularizer navigating the model towards the target bitrate, the gain starts to

disappear as those zoomed in samples do not have as many bits to represent. Therefore, we do not

apply µ law companding to our proposed system.
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Figure 2.10: Objective measures under different bit allocation schemes

2.4.4 Bit allocation between neural codecs

To answer the question “how does these two neural codecs share bits”, we first manually specify

the target bitrate for each codec: in trial-i, the 1st codec (codec-1) gains 33% more bits than the

2nd codec (codec-2); in trial-ii, both codecs are assigned with the same amount of bits; and in

trial-iii, codec-2 gains 33% more bits than codec-1. It is observed that better objective measures

in terms of SNR and PESQ are found in trial-i, which is aligned with our intuition as codec-2 only

compresses residuals. To figure out the optimal bit allocation scheme, we jointly train both codecs

and eventually find the highest SNR and PESQ scores when 16% more bits are assigned to codec-1,

as shown in Figure 2.10.

2.4.5 Model complexity analysis

The cross-module residual learning simplifies the topology of each component module. Hence,

CMRL has less than 5% of the model parameters compared to the WaveNet based codec [19], and

outperforms Kankanahalli-Net with 40% less model parameters. Figure 2.6 (b) summarizes the

comparison.
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Table 2.4: Architecture of the alternative neural waveform codec: input and output tensors are
shaped as (sample, channel), while the kernel is represented as (kernel size, in channel, out channel).

Layer Input shape Kernel shape Output shape

Change expansion (512, 1) (55, 1, 100) (512, 100)

1st bottleneck (512, 100)

(1, 100, 20) ×2(15, 20, 20)†

(15, 20, 20)†

(9, 20, 100)

(512, 100)

Downsampling (512, 100) (9, 100, 100) (256, 100)

2nd bottleneck (512, 100)

(1, 100, 20) ×2(15, 20, 20)†

(15, 20, 20)†

(9, 20, 100)

(512, 100)

Change reduction (256, 100) (9, 100, 1) (256, 1)

Change expansion (256, 1) (9, 1, 100) (256, 100)

1st bottleneck (256, 100)

(1, 100, 20) ×2(15, 20, 20)†

(15, 20, 20)†

(9, 20, 100)

(256, 100)

Upsampling (256, 100)
(9, 100, 1)

(1, 100, 100) (512, 50)

2nd bottleneck (512, 50)

(1, 50, 20) ×2(15, 20, 20)†

(15, 20, 20)†

(9, 20, 50)

(512, 50)

Change reduction (512, 50) (55, 50, 1) (512, 1)

2.4.5.1 An alternative codec with 0.35M parameters

Thus far, the neural codec involved in our system consists of 0.45 million parameters, which is

already simplified from 1.6 million parameters in [17]. From there, we could further reduce the model

size by using advanced residual learning blocks and convolutional operations. Table.2.4 details the

topology of a neural codec with only 0.35 million parameters. Comparing to its predecessor, the

residual block in this alternative adopts gated linear unit [31] and depth-wise separable convolution

[76] for upsampling.

Figure 2.11 shows that the performance does not degrade by a large margin when the model

size (parameters) is reduced from 0.45 million to 0.35 million. Particularly, the more compact

model design leads to a slightly higher PESQ score. Both models are trained with the same

hyperparameter values with the blending weights for the time domain loss, mel-scaled frequency
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Figure 2.11: Performance degradation in terms of SNR and PESQ when the amount of model
parameters decreases from 0.45 million to 0.35 million.

Table 2.5: Execution time ratio during model inference: the ratio is defined as the execution time
to encode and decode the test signals divided by the duration of those signals.

Model type 0.45M 0.35M CMRL (0.45M×2) CMRL (0.35M×2)

Execution time ratio (%) on one Tesla V100 12.49 13.38 20.69 21.12

Execution time ratio (%) on one Tesla K80 24.45 22.53 39.42 38.82

Execution time ratio (%) on eight CPU cores 20.76 18.91 35.17 33.80

Execution time ratio (%) on one CPU core 46.88 42.44 87.38 80.21

domain loss, quantization regularizer and entropy regularizer being 50, 5, 10 and 0, respectively.

2.4.5.2 Delay and execution time

The delay of our system is approximately 16ms, or a duration of a half wave frame. This is because

the system conducts frame-wise speech coding with convolutional neural network layers: to decode

a sample, the system needs to look at the future samples with the size of 256 in this work. To

remove the delay as such, the current convolutional layer can be implemented as causal convolution

as it does not require future samples to make predictions, which is at the expense of the speech

quality.
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While the system delay is defined by the design of the codec, the execution time is related to

the model complexity and also a factor to be considered: the bottom line is that the encoding

and decoding time for a signal is expected to not exceed the duration of that signal to facilitate

real-time telecommunication. WaveNet codec does not introduce the system delay due to its causal

convolutional layers, but its execution time, though not reported, can be rather high as it is an

auto-regressive model with 20 million parameters, predicting every single sample by looking back

a large receptive field of samples. Table.2.5 lists the execution time ratio of our models. The

execution time ratio for Kankanahalli-Net is 15.93% for GPU and 71.40% for CPU 2. On both

CPU 3 and GPU, our models (0.45M and 0.35M) run faster due to the significantly reduced model

size. Even with CMRL to enable residual coding among 2 codecs, our models still achieve lower

execution time ratios on CPU. However, the ratio comparison results between the 0.45M model and

0.35M model are not consistent. We believe this is because the internal implementation of different

Residual learning blocks in TensorFlow may lead to various runtime optimization effects.

2.4.5.3 Network compression

It is worthy to note that network compression is a more straightforward way, than reducing the

model size, for the feedforward speedup during model inference. The goal of network compression

is boiled down to reducing the amount of multiplicative operations during inference. To that end,

there are following major methodologies:

• Model quantization aims to reduce the bit-depth of the model weights to 8 bits or even fewer,

as the hardware may only support integer arithmetic operations for run-time inference.

• Model pruning is to reduce the amount of non-zero weights by setting a threshold: all weights

with the absolute value below the threshold are to be pruned, or set to zero. The pruning

2Kankanahalli-Net [17] claims that it requires 4.78ms to encode and decode a 30ms signal on a GeForce GTX
1080 Ti GPU, and 21.42ms on an Intel i7-4970K CPU (3.8GHz).

3The model is Intel Xeon Processor E5-2670 V3 (2.3GHz).
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can be conducted either in a structured or unstructured way: (a) model selection/structured

pruning is to choose a model structure with pruned layers/channels and small performance

degradation [77, 78]; and (b) zero-weight compression/sparse pruning is to prune small-value

weights to zero [79, 80, 81]. Model selection differs from sparse pruning in that it deletes entire

channels or layers, showing a more efficient speedup during inference, yet with a more severe

performance degradation [77, 78]. These two types of methods are usually complementary:

after being structurally pruned, a model can also undergo further zero-weight compression to

improve the inference speed.

In addition to network compression methods mentioned above, there are other alternatives such as

knowledge distillation to transfer what is learned from a large model to a small model via teacher-

student learning scheme, low-rank factorization to approximate matrices by reducing redundancy,

etc.

2.5 Summary

In this chapter, we demonstrated that CMRL as a lightweight model carrier for DNN based speech

codecs can compete with the industrial standards. By cascading two end-to-end modules, CMRL

achieved a higher PESQ score at 15.85 kbps than AMR-WB at 23.85 kbps. We also showed that

CMRL can consistently outperform a state-of-the-art DNN codec in terms of PESQ. CMRL is

compatible with LPC, by having it as the first pre-processing module and by using its residual

signals as the input. CMRL, coupled with LPC, outperformed AMR-WB in 19.85 kbps and 23.85

kbps, and worked better than OPUS at 23.85 kbps in the MUSHRA test. We omitted the details

of LPC but simply shoehorned it from AMR-WB into our neural codec to show a proof-of-concept.

The mechanism of LPC is articulated in Chapter 3 where a trainable LPC analyzer is also proposed.
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Chapter 3

COLLABORATIVE QUANTIZATION: BRINGING LPC TO DNN

3.1 Motivation: Why Modeling Everything from Scratch

Ubiquitous are end-to-end neural networks: finally we could out-source the nerve-wracking feature

engineering process and throw as much raw data as possible into a neural engine while “hoping for

the best”. It seems that we, engineers and researchers, are substantially spoiled in the era where big

data is trending. In fact, in Chapter. 2, we proposed an end-to-end neural codec as such, consuming

the raw waveform and reconstructing the input by minimizing an objectively defined loss function.

While many end-to-end models have indeed achieved their smash debut in various domains, such

as image recognition, speech recognition, etc, the methodology of proposing new models becomes

a matter of scaling up the data and computational resources, in addition to great patience. Having

a sufficient amount of nodes, you could incubate numerous deep neural networks harvesting the

big training dataset. After waiting for hours, days or weeks, terminate those not promising and

initiate new training processes by adding variations to those well-performing networks. Usually

with months of struggling, you are supposed to have found the winning model and supportive

experimental results.

This would be with no problem if the premise, that the data and computational resources are

sufficient, was true. However, in most under-developed areas in the world, resources such as super-

computers and the bandwidth of the Internet may not support the fruit of recent end-to-end neural

engines. In terms of data telecommunication [82, 83, 8, 9], Google’s WaveNet speech codec operates

at a high computational cost which is only possible if it is on high end GPUs. In other words, it will

still be a long way before the WaveNet codec being used by the world citizens. Besides, learning

from big data to find the logic or prior knowledge that have been well investigated for decades at
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the expense of computational overhead is not reasonable. This is not to discredit the development

of DNN, but to rethink ways to host previous scientific findings on neural networks to achieve both

high performance and efficiency.

In terms of speech coding which quantizes speech signals into a compact bitstream for efficient

transmission and storage, it would be beneficial to consider how speech is produced when designing

neural codecs. The speech production model is based on source-filter theory where linear predictive

coding (LPC) [84], an all-pole linear filter, serves a critical component. LPC can efficiently model

power spectrum with only a few coefficients through Levinson-Durbin algorithm [11]. In fact,

among two major categories of speech codecs, vocoders use few parameters to model the vocal

tract response leading to very low bitrates and minimal computational complexity. For waveform

coders, such as Opus [85], Speex [86] and AMR-WB [87], the residual is directly compressed to the

desired bitrate before being synthesized to the decoded signal.

LPC should be applied to neural speech codecs as well, considering that they have greatly

improved the synthesized speech quality [24] at the cost of model complexity during the decoding

process [44]. For example, vector quantized variational autoencoders (VQ-VAE) with WaveNet de-

coder achieves impressive speech quality at a very low bitrate of 1.6 kbps, yet with approximately

20 million trainable parameters [88]. To make such a system more efficient, LPC can still unload

computational overheads from neural networks. LPCNet combines WaveRNN [89] and LPC to

shrink down the complexity to 3 GFLOPS which enables real-time coding [26, 90]. Nevertheless,

LPCNet, as a vocoder, provides a decent performance at 1.6 kbps, but does not scale up to trans-

parent quality. In terms of the neural waveform coder, CMRL [43] uses LPC as a pre-processor and

a variation of [42] to model the LPC residual to match the state-of-the-art speech quality with only

0.9 million parameters. However, both LPCNet and CMRL take LPC another blackbox shoehorned

into advanced neural networks. Using LPC as a deterministic pre-processor can be sub-optimal, as

its bit allocation is pre-defined and not integrated to model training.
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To better incorporate LPC with neural networks towards scalable waveform coding with low

model complexity, we propose a collaborative quantization (CQ) scheme where LPC quantization

process is trainable [91]. Coupled with the other neural network autoencoding modules for the LPC

residual coding, the proposed quantization scheme learns the optimal bit allocation between the

LPC coefficients and the other neural network code layers. With the proposed collaborative training

scheme, CQ outperforms its predecessor at 9 kbps, and can scale up to match the performance of

the state-of-the art codec at 24 kbps with a much lower complexity than many generative models.

3.2 Preliminaries of Linear Predictive Coding (LPC)

It is almost not possible to steer clear of terminologies in digital signal processing (DSP) even when

the influence of neural networks on speech processing is getting pervasive. This section is therefore

dedicated to revisiting some of the fundamental concepts and terminologies in DSP to facilitate

the discussion of how our neural codec incorporates the speech production model for scalable and

efficient waveform compression. To simplify the deliberation on the preliminaries while serving the

purposes, the section is based on a set of concrete examples.

3.2.1 Speech Production Modeling with Source and Filter

A filter, or a system, is a function that is applied to the input signal to generate the output signal.

Suppose the discrete time input signal, parameterized by the time step t, x[t] is filtered by system τ

to output y[t], the process is formulated as y[t] = τ(x[t]), or x[t]
τ7−→ y[t]. In DSP, the term “filter”

and “system” are often used interchangeably.

3.2.1.1 z-transform

Aside from the time domain (or n-domain) and frequency domain (or ω-domain), a third domain,

named z-domain, is also widely used in describing mathematical analysis and synthesis of signals

and systems due to its algebraic nature.
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Figure 3.1: An example of a discrete time signal

Consider a time series signal shown in Figure.3.11, the signal value is zero if n < −2 or n > 7.

To represent it, we firstly consider a time-domain representation in terms of impulse sequences as

equation 3.1

x[n] = δ[n]− 2δ[n− 1] + 3δ[n− 3]− δ[n− 5], (3.1)

where δ[n− k] is a unit impulse with the value being 1 when n = k and 0, otherwise. Equivalently,

for this specific example, the z-transform, X(z), is given as equation 3.2, where z is a complex

number.

X(z) = 1− 2z−1 + 3z−3 − z−5 (3.2)

In z-domain, signal values are represented as polynomial coefficients. In fact, the major advantage

of converting a signal from time-domain to z-domain is that the system can be described as poly-

nomials and rational functions, which simplifies the analysis of linear time invariant (LTI) systems.

For example, a system is represented as X(z) = 1 + 1
2z
−1 + 1

2z
−2 − z−3. It can be factored as

X(z) = (1 + z−1)(1− 1
2z
−1 + z−2), in which the z value from the second term can be evaluated as

1This example is derived from the book DSP First [92].
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√
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4 , according to the quadratic formula.

Finding these values are of significant importance to understand properties of an LTI system.

The roots from the numerator are called zeros and the denominator poles, which are displayed in

the pole-zero plot.

3.2.1.2 All-pole filter for vocal tract formant modeling

Linear predictive coding (LPC) is based on a bold assumption that a given speech sample at time

n, s[n], can be approximated by k previous samples as x[n] ≈
k∑
i=1

aix[n−i]. Suppose the estimation

error, termed as the residual or excitation, is defined as a normalized excitation, δ[n], and a gain

(scalar), G, the LPC analysis process is essentially an auto-regressive algorithm as equation 3.3

x[n] =
k∑

i=1

aix[n− i] +Gδ[n]. (3.3)

In z-domain, this is re-written as equation 3.4 which is equivalent to equation 3.5 where A(z) =

1−
k∑
i=1

aiz
−i. Since the system for LPC analysis, X(z), has a constant value of 1 for the numerator,

it does not have any zeros: as all roots are from the denominator, the LPC analyzer is therefore

an all-pole filter.

S(z) =
k∑

i=1

aiz
−iS(z) +G∆(z) (3.4)

X(z) =
S(z)

G∆(z)
=

1

A(z)
(3.5)

One reason that X(z) is an all-pole filter is because of the fact that samples for s[n] estimation are

all past samples. For speech processing, this is usually found sufficient for feature extraction such

as in speech coding and recognition. In addition, the algorithm to evaluate the filter coefficients, ai,

and the gain is more computationally efficient with the design as such. Algorithms to evaluate the

LPC filter can be based on autocorrelation (such as the Levinson-Durbin Algorithm) or covariance

[93].
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The speech signal is generated as a collaboration among the lung, glottis, mouth and novel

cavities. This production process can be formulated as a source-filter model, where the lung and

glottis are the source yielding the impulse sequence or some white noise, while the latter serves

a vocal tract or a resonator, responding to certain frequencies. Due to the physical structure of

the vocal tract, certain frequencies are “favored” where signals being bounced by surfaces of the

vocal tract are being added up. In other words, in the time-frequency domain, the resonance can

be visualized from the envelope of the spectrogram in that formants are the peaks in the spectral

envelope (Figure 3.2).
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Figure 3.2: Estimating the spectral envelope with LPC algorithm: the scale in the y axis is omitted
for the alignment between the power spectral density curve (in blue color) and the envelope (in red
color).

The order of LPC, k, defines the amount of samples it needs to look back for an auto-regressive

estimation. From a machine learning’s perspective, the order number is related to the level of

granularity for the curve fitting: if the order is too low, the algorithm may miss quite a few

formants and only reflect the “general trend” of the curve (Figure.3.3(a)); on the other hand, even

with a large order, the algorithm cannot perfectly estimate the power spectral density curve, due
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(a) LPC order of 8
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(b) LPC order of 128

Figure 3.3: The estimated spectral envelope with either a too low (a) or high (b) LPC order.

to the fact that it is a linear auto-regression algorithm (Figure.3.3(b)). Empirically, the order of

LPC is related to the sample rate of the speech signal: for signals in TIMIT corpus with 16000

samples per second, a 16-pole LPC model is usually sufficient.

3.2.2 LPC in conventional speech vocoding

While the dissertation focuses on waveform coding, it is worth mentioning speech vocoding as

another major type of codec. Unlike waveform coding, where the goal is to recover the waveform as

exact as possible, a vocoder does not care as much about reconstructing the waveform. Instead, it is

mainly used to achieve very low bitrates, usually less than 4 kbps. How is that possible? A vocoder

does not compress the waveform directly but extracts just a few parameters, or “cues”, that could

characterize the speech signal. Since those parameters, after being quantized, can be transmitted

at a very low bitrate, the vocoder is mainly to synthesize the speech from the parameters. In other

words, there are 2 major tasks for a well performing vocoder: finding the right set of parameters,

and the right synthesis algorithm. Therefore, a speech vocoder is also named parametric codec.

To use image compression as an analogy: suppose an image is to be compressed and transmitted

to the receiving side. The image is with 501× 501 pixels and only has one black circle in the very
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middle with the radius of 200 pixels. If we compress it in a parametric way, we would propose

a “circle production model” that a circle is well-specified when its center and radius are defined

(which is actually the case). Having that, what we need to encode is not the entire image but those

parameters about the image size, circle’s center and radius, line width, etc, which could significantly

reduce the bitrate. Obviously, this assumption does not apply to all image objects. The speech

production model, on the other hand, has actually played a critical role in vocoders since the 1970s.

Fortunately, for speech vocoding, the parameters have almost always been the pitch, voicing

level, and spectral envelope. The pitch carries quite a lot of information on “how” the speech is

being made in terms of the prosody and emotion, etc. Spectral envelope represents the vocal tract,

or the system of the input signal to be filtered, telling “what” speech is being generated. Usually the

speech pattern represented by these parameters alter every 20 ms, and therefore vocoders operate

frame-wise. Voicing level determines if the corresponding frame is voiced or un-voiced based on the

accumulated energy of that frame. The voiced frame is usually modeled as a glottal impulse while

the un-voiced signal is modeled as white noise. For speech vocoders, the LPC algorithm estimates

the spectral envelope yielding a set of LPC coefficients, given the cepstrum of each input speech

frame.

3.2.3 LPC in neural speech synthesis: LPCNet

The neural auto-regressive model, such as WaveNet [24], WaveRNN [25], SampleRNN [63], has

been quite a speech synthesis smash. However, the motion to apply it into speech coding is much

less well-received, even though text-to-speech (TTS) synthesis and low bitrate speech vocoding are

two highly correlated domains (for TTS, speech parameters are extracted from text via other types

of neural networks). Among many reasons, the model complexity is the major concern. While TTS

synthesis can be a cloud service, speech vocoding is usually with low-power devices where resources

are at a premium.
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Therefore, for neural speech vocoding system, the most cited recent paper is not to boast

the capacity of speech modeling via neural networks but introduce LPC to a compact network

(consequently termed as LPCNet [26]) lowering the test time computational overhead. The high

Frame Rate
Neural
Network

Sample Rate
Neural
Network

10 ms (160 samples) per frame

Speech
Parameters

Decoder

𝑥[𝑡 − 1] 𝑥[𝑡 − 16]…

𝑥[𝑡]

𝑝[𝑡]

f

+
𝑝[𝑡] e[𝑡]

Figure 3.4: A high level diagram of LPCNet

level diagram of LPCNet is shown in Figure.3.4, where the whole proposed model serves a decoder

of a parametric codec. As mentioned previously, the compression of speech from a parametric

codec is achieved from the assumption that the speech can be synthesized by just a few “speech

parameters”. In other words, the quantization is just applied to those parameters. The major

distinction of LPCNet against full neural network synthesis systems is that it incorporates LPC

into the speech synthesis process. In Figure.3.4, the frame rate network distills a vector f for each

10 ms frame. The sample at t time step, st is estimated via linear prediction as pt by looking back

16 previous samples. The current prediction pt and frame-wise vector f , along with predictions in

t − 1 step (omitted in Figure.3.4 for clarity), are the input of a sample rate RNN to estimate the

excitation, et, which is added to pt to be st. LPCNet claims to operate at 1.6 kbps in real-time

with a much better quality against conventional vocoders and much less complexity against pure

neural vocoders.
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3.2.4 Analysis by synthesis (ABS) in LP codecs

While LP based vocoders synthesize speech signals at a very low bitrate, the quality is usually less

satisfying due to audible artifacts. Two major reasons are that:

(a) LPC vocoder depends on a strict voice/unvoice frame classification which can be ambiguous

for some frames.

(b) The spectral envelope only matches the magnitude of the spectrogram with phase information

being omitted.

Admittedly, human listeners are not as sensitive to phase information which is still related to the

overall naturalness of the synthesized speech.

These major limitations of LP based vocoders have been properly addressed in later codecs

many of which adopt a technique named analysis-by-synthesis (AbS). The idea of ABS is to embed

a decoder during the encoding process to optimize the excitation signal that minimizes the difference

between the input signal and the synthesized signal in the time domain via a closed loop, as shown

in Figure 3.5. Since the optimization is conducted in the time domain, AbS compensate for the

Decoder

Time Domain
Error

Minimization

Input Signal
+-

Synthesized
Signal

Quantized
Parameters

Encoding

Closed-Loop Encoder

Figure 3.5: A block diagram of the closed-loop encoder with the analysis-by-synthesis approach

loss of phase information modeling, leading to a significant speech quality gain in codecs such as

CELP [94] and MELP [95], etc. We note that the benefit from AbS is mainly observed in vocoders,

which can be resembled by optimizing residuals with neural codecs in waveform coding.
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3.2.5 LPC in speech recognition

Before end-to-end neural networks held sway in automatic speech recognition, speech feature ex-

traction is a critical step to achieve robust ASR performance. Two major features widely employed

in ASR are Mel Frequency Cepstral Coefficients (MFCC) derived from Fast Fourier Transform

(FFT) based algorithms and resonant modeling coefficients which are acquired from LPC. Com-

pared to LPC, although MFCC is used in many phoneme recognition systems, it is based on FFT

with a uniform resolution in the time-frequency space. Consequently, detecting sudden bursts of a

“slowly-varying” speech signal can be challenging [96].

Till these days, even with well defined neural engines including but not limited to Connectionist

Temporal Classification (CTC) [97] and RNN-Transducer (RNN-T) [98], LPC, along with other

features such as MFCC, still serves important auxiliary information in speaker verification and

many other ASR tasks [99].

3.3 Trainable LPC Analyzer in Neural Waveform Coding
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Figure 3.6: The trainable LPC analyzer

A natural way to include LPC in neural speech waveform coding is to take a LPC module off the

shelf, such as the one from AMR-WB. Consequently, the LPC module is used to conduct spectral
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envelope estimation at a constant rate (usually around 2.4 kbps). The corresponding residual is

then quantized and encoded by the neural speech codec introduced in Sec. 4.2.2.

From there, we go one step further to make the LPC module a trainable component which is

optimized along with the neural codec for residual signals. After all, it does not make sense to use

a deterministic LPC module designed for some other residual coding model in our neural waveform

codec. For example, our waveform codec is based on frames, each of which has 512 samples. We

argue that the bit allocation between LPC and residual coding networks should be contingent on

the content of that frame which can be voiced or unvoiced. Even for voiced frames, the optimal bit

allocation may still vary for example, for different vowels which the frame represents.

To achieve a frame-wise dynamic and optimized bit allocation with the LPC component in-

volved, we need to re-model LPC so as to make it “deep-learning” compatible or trainable. Con-

cretely, we conduct frame-wise LPC analysis followed by LPC coefficients conversion and quanti-

zation, and then residual calculation, as illustrated respectively.

3.3.1 Waveform pre-processing and framing

We adopt the common pipeline for LPC analysis with several necessary adjustments to make it

compatible with neural network computational paradigm.

3.3.1.1 High-pass filtering and pre-emphasizing

Given the input speech waveform, we first adopt high-pass filtering and pre-emphasizing as in [100].

A high-pass filter

Hhighpass = (
0.989502− 1.979004z−1 + 0.989592z−2

1− 1.978882z−1 + 0.979126z−2
),

is employed with a cut off frequency of 50 Hz. The pre-emphasis filter is defined as a first-order

filter

Hemp(z) = 1− αempz
−1,
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Figure 3.7: LPC windowing schemes: Cross-frame windowing

to boost the high frequency energy which would lead to undesired high spectral tilt, otherwise. The

inverse filter, namely the de-emphasis filter is employed to reshape artifacts so as to make them

less audible. The free hyperparameter, αemp, can be tuned in multiple ways given a specific sample

rate and is chosen to be 0.68 for good results.

3.3.1.2 Data windowing for LPC coefficients calculation

After pre-processing, the speech waveform is segmented to frames, each of which contains 1024

samples. Each frame is windowed before LPC coefficients are calculated. As shown in Figure 3.7,

the symmetric window has its weight emphasized on the middle 50% samples: first 25% part is

the left half of a Hann window with 512 points; the middle 50% is a series of ones; and the rest

25% part is the right half of the Hann window. Then, the linear prediction is conducted on the

windowed frame in time domain. For the prediction of the t-th sample, x̂[t] =
∑

i aix[t− i], where

ai is the i-th LPC coefficient. The frames are with 50% overlap. The LPC order is set to be 16.

We use Levinson Durbin algorithm [11] to calculate LPC coefficients.

3.3.2 Quantization of LPC coefficients

LPC coefficients do not quantize well in that even a small quantization error can lead to noticeable

spectral distortion. This is due to several reasons: first, we cannot assume that LPC coefficients are

homogeneous as empirically it is observed that higher order coefficients tend to be more sensitive

than lower order coefficients; in addition, they do not interpolate easily. Given LPC coefficients

at 2 different time steps, the coefficient in between can not be estimated accurately, as shown in

Figure 3.8.
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Figure 3.8: An example of the LPC coefficient set with an order of 16, and its LSP representation

3.3.2.1 Line spectral pairs (LSP)

Efforts have been made to find identical representation of LPC coefficients so as to quantize them

more easily. In practice, the line spectral pair (LSP) [101] is the rescue: when LPC coefficients are

represented as LSP, they are most robust to quantization.

In a nutshell, the LSP algorithm is to find a pair of polynomials (one is palindromic and the

other one is antipalindromic) to represent the polynomial of LPC, such that all zeros of LSP are on

the unit circle. In fact, the zeroes from the palindromic polynomial and those from antipalindromic

polynomial are intertwined on the unit circle, which facilitates the interpolation process (See Figure

3.8: compared to LPC coefficients, in LSP, the coefficients are mono increasing by LPC orders). In

addition, since those zeroes are on the unit circle, they are specified uniquely by the angle which

corresponds to the LPC frequency response, and therefore LSP is also termed as linear spectral

frequencies (LSF).

3.3.2.2 Soft-to-hard quantization for LSP coefficients

We then employ the trainable softmax quantization scheme to LPC coefficients in LSP domain, to

represent each coefficient with its closest centroid. For each windowed frame x, hLPC = FLPC(x)
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Figure 3.9: LPC windowing schemes for residual calculation (a) and synthesis (b)

gives corresponding LPC coefficients in the LSP representation. The rest of the process is the

same with the softmax quantization process, although this time the LPC-specific centroids bLPC

should be learned and be used to construct the soft assignment matrix. In practice, we set LPC

order to be 16, and the number of centroids to be 256 (i.e., 8 bits). Hence, the size of the soft

and hard assignment matrices is 16× 256, each of whose rows is a probability vector and a one-hot

vector, respectively. The centroids are initialized via a Gaussian Mixture Model (GMM): for LSP

coefficients from each order, 16 clusters are learned (Figure 3.10).

3.3.3 LPC residual calculation

We use a sub-frame windowing technique to calculate residuals (Figure 3.9 (a)). For a given speech

frame and its quantized LPC coefficients, we calculate residuals for each sub-frame, individually.

The middle 50% of the 1024 samples, for example, [256:768] for the first analysis frame that covers

[0:1024] and [768:1280] for the second frame of [512:1536], is decomposed into seven sub-frames,

each with the size 128 and 50% overlap. Out of the seven sub-frames, the middle five are windowed

by a Hann function with 128 points; the first and last frames are asymmetrically windowed, as

shown in Figure 3.9 (a). The residual is calculated with the seven sub-frames on the middle 512

samples, which amount to 50% of the frame. Hence, given the 50% analysis frame overlap, there is

no overlap between residual segments.
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Figure 3.10: Centroid initialization via Gaussian mixture model for the LSP coefficient quantization
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Figure 3.11: Differential coding enables a more centralized distribution

3.3.4 Signal flow

The LPC residual, calculated from the trainable LPC analyzer (Figure 3.6), is compressed by

the 1D-CNN AEs. In this work, we employ differential coding [102] to the output of encoders,

h = [h0, h1, · · · , hm−1] where m is the length of code per frame for each AE. Hence, the input

scalar to the softmax quantization is ∆hi = hi−hi−1. Consequently, the quantization starts from a

more centralized real-valued “code” distribution (Figure 3.11). As illustrated in Figure 3.12, both

the quantization of LPC coefficients and residual coding with CMRL are optimized together. With

this design, the purpose of LPC analysis is not just to minimize the residual signal energy as much

as possible [103], but to find a pivot which also facilitates the residual compression from following

CMRL modules.
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Figure 3.12: Overview of the neural codec with a collaboratively quantized (CQ) LPC analyzer

3.4 Evaluation

3.4.1 Dataset and hyperparameters

We consider four bitrate cases 9, 16, 20, and 24 kbps, with the sample rate of 16 kHz. The training

set contains 2.6 hours of speech from 300 speakers randomly selected from the TIMIT training set.

50 speakers are randomly selected from the test set. At test time, each frame has 512 samples with

an overlap of 32 samples. The overlap region is windowed by Hann function (Figure 3.7(b)). For

24 kbps, we cascade the LPC module and two AEs as in [43], but we use only one AE for the LPC

residual coding for other three bitrates. For 16 and 20 kbps cases, the code layer is downsampled

with a convolutional layer of stride 2; for the 9 kbps case, we use two downsampling layers of stride

2. We use Adam optimizer [104] with the batch size of 128, learning rate of 0.0002 for 30 epochs,

followed by the fine-tuning until the entropy is within the target range.

3.4.2 Objective test

Recent work on generative model based speech synthesis systems [26, 44] have reported that PESQ

[105] or its successor POLQA [106] cannot accurately evaluate the synthesized speech quality. In

fact, we also find that there is a discrepancy between PESQ and the actual MOS. Still, we report
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Table 3.1: MOS-LQO scores computed from PESQ-WB

AMR-WB Opus LPC-CMRL CQ

∼9 kbps 3.48 3.42 3.01 3.69

∼16 kbps 3.99 4.30 3.26 3.98

∼20 kbps 4.09 4.43 3.67 4.08

∼24 kbps 4.17 4.47 4.15 4.17

MOS-LQO scores in Table 3.1 as the proposed method is based on waveform reconstruction.

Firstly, consider Opus and AMR-WB both are standardized codecs where AMR-WB is for

speech only signals and Opus can be generalized to audio signals. Opus is derived from speech-

oriented codec SILK which is based on LPC at 9 kbps and achieves a similar PESQ score compared

to AMR-WB. For higher bitrates, Opus uses CELP instead, without relying on the source-filter

model, for a more faithful waveform coding. As a consequence, the PESQ score is the highest

among all competing models. The fact that using LPC in speech coding does not lead to very high

PESQ scores is also observed in our neural codecs. However, with collaborative quantization (CQ),

the PESQ score is noticeably improved compared to the model without CQ, especially in lower

bitrates.

3.4.3 Subjective test

We conduct two MUSHRA-like [30] sessions corresponding to two bitrate settings. Each session

includes ten trials on gender-balanced utterances randomly chosen from the test set. A low-pass

anchor at 4kHz and the hidden reference signal are included in both settings, with eleven audio

experts as the subjects. The lower bitrate setting refers to the performance around 9 kbps, including

AMR-WB [100] at 8.85 kbps, Opus [85] at 9 kbps, LPC-CMRL [43] at 9 and 16 kbps, and CQ at

9 kbps. The higher bitrate session uses decoded signals from codes with around 24 kbps bitrate.

The competing models are AMR-WB at 23.85 kbps, Opus at 24 kbps, the proposed CQ method,

and the LPC-CMRL counterpart at 24 kbps.

First, we can see that CQ outperforms LPC-CMRL at the same bitrate, especially in the low

64



LP
C

-C
M

R
L 

 
9 

kb
ps

 

LP
C

-C
M

R
L 

 
15

.8
5 

kb
ps

 

O
pu

s 
 

9 
kb

ps
 

A
M

R
-W

B
  

8.
85

 k
bp

s 

H
id

de
n 

re
fe

re
nc

e 
25

6 
kb

ps
 

C
Q

 9
 k

bp
s LP

4k
 

(a) ∼9 kbps

H
id

de
n 

re
fe

re
nc

e 
25

6 
kb

ps
 

C
Q

 2
4 

kb
ps

 

LP
C

-C
M

R
L 

24
 k

bp
s 

O
pu

s 
24

 k
bp

s 

A
M

R
-W

B
 2

3.
85

 k
bp

s 

LP
4k

 

(b) ∼24 kbps

Figure 3.14: MUSHRA results in box-plots (Orange solid lines represent medians, and green dashed
lines represent means).

bitrate setting (Fig. 3.14). In the higher bitrate setting, both LPC-CMRL and CQ outperform

AMR-WB and Opus in the MUSHRA test. None of these methods add very audible artifacts. One

explanation for the result is that AMR-WB does not code all 8kHz wide bandwidth, but up to

7kHz, while our model maintains the energy of decoded signals at high frequencies, and therefore

yields less-muffled speech. However, as the bitrate decreases, some human subjects tend to be

more negative towards the artifacts (from LPC-CMRL) which become audible than the moderately

muffled speech (from AMR-WB). That explains why LPC-CMRL is less favored than AMR-WB

at low bitrate. As was expected, when the LPC coefficient quantization is collaboratively learned

along with residual coding, the artifact is suppressed—CQ-9 outperforms LPC-CMRL-9 with a

noticeable margin2.

2Decoded samples are available at http://kaizhen.us/speechcoding

65

http://kaizhen.us/speechcoding


3.4.4 Extended experiments with the 0.35-million codec

To further lower the model size, we replace the neural waveform codec with the one including only

0.35 million parameters as introduced in Chapter. 2. Based on that compact neural codec, we

consider following neural waveform coding models at 3 bitrate modes: 12kbps for the low-range

setup, 20kbps for the mid-range setup, and 32kbps for the high-range setup.

• Model-I: the neural codec with 0.35 million parameters as a baseline;

• Model-II: the baseline with a non-trainable LPC codec;

• Model-III: the baseline with a trainable LPC codec;

• Model-IV: Model-III with CMRL which is evaluated in 32 kbps for performance scaling.

Similarly, regarding the standard codecs, AMR-WB [20] and Opus [21] are considered for compar-

ison.

We firstly compare all models with respect to objective measures, while being aware of the

inconsistency between these surrogate measures and the subjective score. We then evaluate these

codecs in two rounds of MUSHRA-like subjective listening tests: the neural codecs are compared

in the first round; the winner is compared with other standard codecs in the second round.

Table.3.2 reports Signal-to-Noise Ratio (SNR) and PESQ-WB [28] from all considered waveform

coding systems. AMR-WB in the low-range bitrate setting operates at 12.65 kbps and 23.05 kbps

for the mid-range. Among neural codecs, for both SNR and PESQ, simply Model-I outperforms

others in all three bitrate setups. Even compared with AMR-WB and Opus, Model-I is the winner

except for the low bitrate case where Opus achieves the highest PESQ score. It is also observed that

with CQ, Model-III gains higher SNR and PESQ scores especially when the bitrate gets lower; and

that the performance scales up noticeably for Model-IV with 2 neural codecs cascading residuals

in CMRL.
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Table 3.2: Objective measurements for neural codec comparison under three bitrate (kbps) cases.

Bitrate
SNR (dB) PESQ-WB

Model-I Model-II Model-III Model-IV AMR-WB Opus Model-I Model-II Model-III Model-IV AMR-WB Opus

12 12.37 10.69 10.85 – 11.60 9.63 3.67 3.45 3.60 – 3.92 3.93
20 16.87 10.73 13.65 – 13.14 9.46 4.37 3.95 4.01 – 4.18 4.37
32 20.24 11.84 14.46 17.11 – 17.66 4.42 4.15 4.18 4.35 – 4.38

Perhaps, we would have stopped proposing other models if the superior objective score could

faithfully indicate higher speech quality. However, this is barely the case. Admittedly, there have

been efforts towards a better alignment to human auditory perception [107][108] by improving the

model’s “perceptual salience”. Unfortunately, when it comes to supervised learning based neural

waveform coding, we have to rely on “objective assessment” to approach “subjective satisfaction”.

Therefore, we still report results in Table.3.2 for future reference.

The subjective scores are rendered in Figure 3.15 as boxplots. Each box ranges from the 25%

percentile to 75% percentile with a 95% confidence interval. The mean and median are presented

as the green dotted line and pink hard line, respectively. Outliers are included in circles as well.

In a nutshell, as shown in Figure 3.15 (a), with a jointly trained LPC codec, Model-III is

much more preferred than the pure end-to-end Model-I and Model-II with the non-trainable LPC

codec. The advantage gets more significant for lower bitrates, which is quite contradictory to the

observation in Table.3.2 where Model-I is mostly favored. The insight is indicated in Figure 3.17

where both the decoded and artifact signals are presented. Comparing Figure 3.17 (g) and (i), the

artifact of Model-III is more structured than that of Model-I: the artifact is mainly accumulated

where the reference signal is strong and rather soft, otherwise. In contrast, the artifact of Model-I

is quite blurry even when the bitrate is up to 32 kbps. Compared with Model-II, the jointly trained

LPC codec yields LP residuals which are more robust to quantization distortion especially when

the entropy decreases (Figure.3.16). Another observation is that the performance for Model-III at

32 kbps is not better than that at 20 kbps, but rather dwarfed by Model-IV. This clearly shows

the effectiveness of CMRL on performance scaling.
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Figure 3.15: MUSHRA-like subjective listening test results.

For the lower-range bitrate case, our model is on a par with AMR-WB, both of which outperform

Opus. The major concern for Opus is the loss in high frequencies. In the median range, our model

at 20 kbps is comparable to Opus at the same bitrate and AMR-WB at 23.05 kbps. Our model

is superior in high bitrate cases, compared to Opus at 32 kbps. As a sanity check, AMR-WB

outperforms Opus at 12.65 kbps; more outliers from the hidden reference are detected for higher

bitrates as decoded samples sound more similar to the hidden reference.

3.4.5 Ablation analysis on the blending weights

Now that we have shown the effectiveness of CQ and CMRL for speech quality improvement,

we investigate how different blending ratios between loss terms can alter the performance. The

training loss function contains two major terms aside from the regularizers. The MSE term holds
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Figure 3.16: Ablation analysis on CQ: with CQ, our neural codec shows less performance degrada-
tion (measured in PESQ from the validation data) during training to lower the bitrate.
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Figure 3.17: Spectrogram comparison: (b) - (e) are from decoded signals and (g) - (j) are from the
corresponding artifact signals. All spectrograms use the Hann window with the size of 1024 and
50% overlap.

sway in the end-to-end neural waveform coding system, while the Mel-scaled loss prioritizes certain

frequency bands over the others. In Table.3.3 (a), the SNR reaches the highest when there is

only the MSE term, which leads to the lowest PESQ score. By only keeping the Mel-scaled loss

term, the PESQ score is decent while there is no alignment between the decoded signal and the

reference, as suggested by the SNR. Similarly in Table.3.3 (b) where the input of the neural codec

is LP residuals, the single MSE loss term yields the highest SNR for residual reconstruction, which,

however, does not benefit the synthesized signal even in terms of SNR. Although the highest SNR
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(a) Neural codec only

Blending Ratio Waveform SNR (dB) Waveform PESQ

1:0 18.12 3.67
0:1 0.16 4.23
1:1 6.23 4.31
10:1 16.88 4.37

(b) Collaboratively trained LPC codec and neural codec

Blending Ratio Residual SNR (dB) Waveform SNR (dB) Waveform PESQ

1:0 9.73 14.25 3.84
0:1 1.79 17.23 4.02
1:1 7.11 17.82 4.08
10:1 8.26 17.55 4.01

Table 3.3: Ablation analysis on blending weights

and PESQ are from the blending ratio of 1:1, for simplicity and consistency, all neural codecs in

objective and subjective tests are trained via the blending ratio of 10:1.

3.4.6 Frame-wise bit allocation
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Figure 3.18: Frame-wise bit allocation analysis

In addition, we show the frame-wise bit allocation between the LPC codec and neural codec at

mid-range bitrate setting in Figure 3.18. The superimposed plot is for the amount of bits for each

frame (b/f) from either the LP coefficient compression (in grey color) and residual compression (in

orange color). In terms of the residual quantization and encoding, we observe that the bitrate is

proportional to the energy of the corresponding frames. Those consumes more bits are fricatives,

such as “f ” and “S ”, and affricates such as “tS ”, both of which are quasi-periodic. For near silent
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frames, LPC codec consumes more than average bits while the neural codec achieves a higher coding

efficiency. In other words, the LPC codec versus neural codec bit ratio is relatively large when the

corresponding frame has low energy. However, it still requires a significant amount of bits to even

represent those near silent frames, which can be further optimized.

3.4.7 Complexity analysis

We use the number of trainable parameters to measure the model complexity, as it determines the

floating point operation rate, memory space, and execution time, etc. Each AE, used in CQ and

CMRL, contains 0.45 million parameters (Table 2.1). We use one AE for CQ-16 and CQ-20 kbps

cases, and two AEs for the 24 kbps case. The AE in CQ-9 kbps is 0.67 million parameters as it

contains two downsampling and upsampling layers. Admittedly, the decoder of CQ is still more

complex than the conventional codecs. but it is much simpler than the other WaveNet vocoder-

based coding systems, e.g., the VQ-VAE with WaveNet has 20 million parameters, although it gives

impressive speech quality with only 1.6 kbps.

3.4.8 Discrepancy between subjective scores and surrogate measures

As observed in the objective test and subjective test, the pain lies in the discrepancy between them:

our neural network is only possible to be trained when the loss function is defined. However, the loss

function does not faithfully reflect upon the auditory perception of sound in human ears. In other

words, the model that delivers the best decoded samples measured in terms of SNR or PESQ may

not be favored by listeners. Although, multiple loss terms such as scale invariant signal-to-noise

ratio (Si-SNR) and perceptual metric for speech quality evaluation (PMSQE) are proposed, they

are still far from the actual mean opinion scores (MOS) but only better objective measures more

correlated to MOS.
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3.5 Summary

In this work, we proposed a lightweight and scalable waveform neural codec. The method in-

corporates merits from both advanced end-to-end neural network architectures and conventional

DSP techniques. With collaborative quantization (CQ), LPC coefficient quantization becomes a

trainable component to be jointly optimized with the residual quantization. This helps CQ out-

perform its predecessor and Opus at 9 kbps, and show comparable performance to AMR-WB at

8.85 kbps. The method is with much lower complexity in terms of the amount of parameters than

other competitive neural speech coding models.

72



Chapter 4

TOWARDS A PERCEPTUAL LOSS: PSYCHOACOUSTIC CALIBRATION

4.1 Motivation

Audio coding, a fundamental set of technologies in data storage and communication, compresses the

original signal into a bitstream with a minimal bitrate (encoding) without sacrificing the perceptual

quality of the recovered waveform (decoding) [109, 22]. In this paper we focus on the lossy codecs,

which typically allow information loss during the process of encoding and decoding only in inaudible

audio components. To this end, psychoacoustics is employed to quantify the audibility in both

time and frequency domains. For example, MPEG-1 Audio Layer III (also known as MP3), as

a successful commercial audio codec, achieves a near-transparent quality at 128 kbps by using a

psychoacoustic model (PAM) [22]. Its bit allocation scheme determines the number of bits allocated

to each subband by dynamically computing the masking threshold via a PAM and then allowing

quantization error once it is under the threshold [110].

Recent efforts on deep neural network-based speech coding systems have made substantial

progress on the coding gain [111, 24, 112]. They formulate coding as a complex learning process that

converts an input to a compact hidden representation. This poses concerns for edge applications

with the computational resource at a premium: a basic U-Net audio codec contains approximately

10 million parameters [113]; in [88], vector quantized variational autoencoders (VQ-VAE) [40]

employs WaveNet [24] as a decoder, yielding a competitive speech quality at 1.6 kbps, but with

20 million parameters. In addition, recent neural speech synthesizers employ traditional DSP

techniques, e.g., linear predictive coding (LPC), to reduce its complexity [26]. Although it can

serve as a decoder of a speech codec, LPC does not generalize well to non-speech signals.

Perceptually meaningful objective functions have shown an improved trade-off between perfor-
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mance and efficiency. Some recent speech enhancement models successfully employed perceptually

inspired objective metrics, e.g. perceptual attractors [114], energy-based weighting [115], percep-

tual weighting filters from speech coding [116], and global masking thresholds [117] [118], while

they have not targeted audio coding and model compression. Other neural speech enhancement

systems implement short-time objective intelligibility (STOI) [27] and perceptual evaluation of

speech quality (PESQ) [119] as the loss [120, 121]. These metrics may benefit speech codecs, but

do not faithfully correlate with subjective audio quality. Meanwhile, PAM serves as a subjectively

salient quantifier for the sound quality and is pervasively used in the standard audio codecs. How-

ever, integrating the prior knowledge from PAM into optimizing neural audio codecs has not been

explored.

In this paper, we present a psychoacoustic calibration scheme to improve the neural network

optimization process, as an attempt towards efficient and high-fidelity neural audio coding (NAC)

[122]. With the global masking threshold calculated from a well-known PAM [123], the scheme

firstly conducts priority weighting making the optimization process focus more on audible coding

artifacts in frequency subbands with the relatively weaker masking effect, while going easy other-

wise. The scheme additionally modulates the coding artifact to ensure that it is below the global

masking threshold, which is analogous to the bit allocation algorithm in MP3 [22]. Experimental

results show that the proposed model outperforms the baseline neural codec twice as large and

consumes 23.4% more bits per second. With the proposed method, a lightweight neural codec,

with only 0.9 million parameters, performs near-transparent audio coding comparable with the

commercial MPEG-1 Audio Layer III codec at 112 kbps. This is, to our best knowledge, the first

method to directly incorporate psychoacoustics to neural audio coding.
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Figure 4.1: Schematic diagrams for NAC. The residual coding pipeline for CMRL consists of
multiple NAC autoencoding modules. Training and test-time encoding uses all blocks while the
test-time decoding uses only the decoder portion.

4.2 End-to-End Neural Audio Codec

4.2.1 Lightweight NAC module

Given that neural codecs can suffer from a large inference cost due to their high model complexity,

one of our goals is to demonstrate the advantage of the proposed pychoacoustic loss function on

model compression. To that end, we choose a compact neural audio coding (NAC) module as the

building block. The NAC module is a simplified version of a convolutional neural network (CNN)-

based autoencoder [42] with only 450K parameters. As shown in Figure 4.1, it consists of a stack of

bottleneck blocks as in [124], each of which performs a ResNet-style residual coding [33]. The code

vector produced by its encoder part is discretized into a bitstring via the soft-to-hard quantization

process originally proposed in [41] for image compression. We detail the description as follows.
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4.2.1.1 Encoder

The CNN encoder maps an input frame of T time-domain samples, x ∈ RT to the code vector, i.e.,

z ← Fenc(x). Striding during the 1D convolution operation can downsample the feature map. For

example, z ∈ RT/2 when the stride is set to be 2 and applied once during encoding.

4.2.1.2 Soft-to-hard quantization

Quantization replaces each real-valued element of the code vector z with a kernel value chosen from a

set of K representatives. We use soft-to-hard quantizer [41], a clustering algorithm compatible with

neural networks, where the representatives are also trainable. During training, in each feedforward

routine, the c-th code value zc is assigned to the nearest kernel out of K, b ∈ RK , which have been

trained so far. The discrepancy between zc and the chosen kernel hc ∈ {b1, b2, · · · , bK} (namely

the quantization error) is accumulated in the final loss, and then reduced during training via

backpropagation (i.e., by updating the means and assignments). Specifically, the cluster assignment

is conducted by calculating the distance, d ∈ RK , between the code value and all kernels, and

then applying the softmax function to the negatively scaled distance to produce a probabilistic

membership assignment: a ← softmax(−αd). Although we eventually need a hard assignment

vector a, i.e., a one-hot vector that indicates the closest kernel, during training the quantized code

h is acquired by a soft assignment, a>b, for differentiability. Hence, at the test time, a replaces

a by turning on only the maximum element. Note that a larger scaling factor α makes a harder,

making it more similar to a. Huffman coding follows to generate the final bitstream.

4.2.1.3 Decoder

The decoder recovers the original signal from the quantized code vector: x̂ = Fdec(h), by using an

architecture mirroring that of the encoder. For upsampling, we use a sub-pixel convolutional layer

proposed in [125] to recover the original frame length T .
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4.2.1.4 Bitrate analysis and control

The lower bound of the bitrate is defined as |h|H(h), where |h| is the number of down-sampled and

quantized features per second. The entropy H(h) forms the lower bound of the average amount

of bits per feature. While |h| is a constant given a fixed sampling rate and network topology,

H(h) is adaptable during training. As detailed in [41], basic information theory calculates H(h)

as −∑k p(bk) log2 p(bk), where p(bk) denotes the occurrence probability of the k-th cluster defined

in the soft-to-hard quantization. Therefore, during model training, H(h) is added to the loss

function as a regularizer navigating the model towards the target bitrate. Initiated as 0.0, the

blending weight increases by 0.015 if the actual bitrate overshoots the target and decreases by that

amount otherwise. Because this regularizer is well defined in the literature [41][42][43], we omit it

in following sections for simplicity purposes.

4.2.2 NAC cascading

To scale up for high bitrates, cross-module residual learning (CMRL) [43, 126] implants the mul-

tistage quantization scheme [127] by cascading residual coding blocks (Figure 4.1). CMRL decen-

tralizes the neural autoencoding effort to a chain of serialized low complexity coding modules, with

the input of i-th module being x(i) = x−∑i−1
j=1 x̂

(j). That said, each module only encodes what is

not reconstructed from preceding modules, making the system scalable. Concretely, for an input

signal x, the encoding process runs all N autoencoder modules in a sequential order, which yields

the bitstring as a concatenation of the quantized code vectors: h =
[
h(1)>,h(2)>, · · · ,h(N)>]>.

During decoding, all decoders, Fdec(h
(i)) ∀i, run to produce the reconstructions that sum up to

approximate the initial input signal as
∑N

i=1 x̂
(i).
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4.3 Psychoacoustic Calibration in Neural Audio Codec

4.3.1 “Perceptual” loss in the frequency domain

It is obvious that a loss function defined by mean squared error (MSE) or sum of squared error

(SSE) in the time domain is not optimal, although these time domain loss terms are used in end-

to-end audio coding neural networks. In this work, the baseline model uses the SSE defined in the

time domain: L1(x||x̂) =
∑N

i=1

∑T
t=1

(
x̂

(i)
t − s

(i)
t

)2
.

In addition, it is in fact a common practice to measure and compare the energy in the time-

frequency domain with a perceptual scale [128]. Two widely used perceptual scales are mel scale

[129] and bark scale [130], both are to warp the frequency space for the gain of perceptual salience.

Therefore, we also consider the loss defined in the mel-scaled frequency domain to weigh more on

the low frequency area, as the human auditory system does, L2(y||ŷ) =
∑N

i=1

∑L
l=1

(
y

(i)
l − ŷ

(i)
l

)2
,

where y stands for a mel spectrum with L frequency subbands. The effect to warp the frequency

space in mel scale is shown in Figure 4.2: the frequency space in mel scale accents lower frequency

bands which usually carry more useful speech-related information. Besides, a coarse-to-fine mel-

scale frequency analysis can be conducted by choosing smaller filter bank size such as 8 and larger

size such as 128.
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Figure 4.2: Spectrograms (b) - (d) in mel scale discard more information in higher frequencies while
preserving more information in lower frequencies. The frequency resolution increases when there
are more mel filters.

Without loss of generality, we choose a basic psychoacoustic model (PAM) that computes si-

multatenous masking effects for the input signal as a function of frequency, while the temporal

masking effect is not integrated. According to PAM-1 defined in [22], for an input frame, it (a)
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calculates the logarithmic power spectral density (PSD) p; (b) detects tonal and noise maskers,

followed by decimation; (c) calculates the masking threshold for individual tonal and noise maskers

U ∈ RF×R,V ∈ RF×B, where R and B are the number of maskers. The global masking thresh-

old at frequency bin f is accumulated from each individual masker in (c) along with the absolute

hearing threshold Q [123], as mf = 10 log10

(
100.1Qf +

∑
r 100.1Uf,r +

∑
b 100.1Vf,b

)
. The procedure

is detailed in the following section.

4.3.2 Global masking threshold calculation in PAM-I

4.3.2.1 Spectral analysis and SPL normalization

The first step is to perform time-frequency analysis on the input signal. For a standard CD quality

pop music sampled at 44.1 kHz with 16 bits per sample, the PSD estimation is conducted via a 512-

point fast Fourier transform (FFT) with the ( 1
16)th overlapped Hann window. p is then normalized

to the sound pressure level (SPL) in equation 4.1, where the power normalization term PN is fixed

at 90.302 dB.

pk = PN + 10 log10 |STFT(k)|2 (4.1)

4.3.2.2 Tonal and noise maskers identification

Once the PSD is normalized, tonal maskers (TM) are then detected by finding local maximum

values of p. Concretely, tones are defined as local maxima exceeding their neighbours by at least 7

dB (equation 4.2).

ST =




pk

∣∣∣∣
pk > pk±1,

pk > pk±∆(k) + 7,





(4.2)
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where ST denotes the tonal set and

∆(k) ∈





2, 2 < k < 352 , (0.03− 5.5 kHz)

[2, 3], 352 < k < 512 , (5.5− 8 kHz).





(4.3)

The tonal masker (U) is then calculated by combining energy from three adjacent spectral

components around the peak as in equation 4.4.

Uk = 10 log10

1∑

j=−1

100.1pk+j (4.4)

By default, the residual spectral energy within a critical bandwidth that is not associated with

a tonal masker must be associated with a noise masker (V ). Hence, a noise masker, in each critical

band, combines energy of all spectral components that do not contribute to the tonal masker.

Specifically, the noise masker is calculated in equation 4.5, where k̄ is the geometric mean of the

critical band, (
∏u
j=l j)

1/(l−u+1).

Vk̄ = 10 log10

∑

j

100.1pj ,∀pj 6∈ {Uk, Uk±1, Uk±∆k
} (4.5)

Not all tonal and noise maskers are needed. If the masker is below the absolute hearing thresh-

old, it will be dropped. Additionally, if more than one maskers are detected within a sliding window

of 0.5 Bark bandwidth, only the strongest one will be preserved.

4.3.2.3 Individual masking thresholds

The individual masking threshold of a tonal masker is specified in equation 4.6

Uf,r =Ur − 0.275z(r) + SF(f, r)− 6.025, (4.6)

where Ur denotes SPL of the tonal masker at the frequency bin r, z(r) is the Bark frequency of

the r-th bin, and SF(i, j) is a spreading function modeling the spread of masking from f -th bin to
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r-th bin, equation 4.7.

SF(f, r) =





17∆z − 0.4Ur + 11,−3 ≤ ∆z < −1

(0.4Ur + 6)∆z,−1 ≤ ∆z < 0

−17∆z, 0 ≤ ∆z < 1

(0.15Ur − 17)∆z − 0.15Ur, 1 ≤ ∆z < 8,

(4.7)

where ∆z = z(f)− z(r). The piece-wise function (4.7) echoes the fact that the frequency selectiv-

ity of human ears decreases towards higher frequencies. For simplicity, the spread of masking is

constrained to a 10-Bark neighborhood [123].

Likewise, the masking threshold from the b-th noise masker at the f -th frequency bin is given

in equation 4.8

Vf,b =Vb − 0.175z(b) + SF(f, b)− 2.025. (4.8)

4.3.2.4 Global masking threshold

The global masking threshold () combines individual masking curves from the tonal and noise

maskers, along with the absolute threshold of hearing in equation 4.9

mf = 10 log10

(
100.1Qf +

∑

r

100.1Uf,r +
∑

b

100.1Vf,b

)
, (4.9)

where Qf is the absolute hearing threshold at f -th frequency bin, Uf,r and Uf,b are individual

masking thresholds of r-th tonal masker and b-th noise masker at f -th frequency bin, respectively.

Fig. 4.3 shows an example of p of a signal and its global masking threshold based on the simultaneous

masking effect.
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Figure 4.3: Visualization of the masker detection, individual and global masking threshold calcu-
lation for an audio input

4.3.3 Signal-to-mask ratio and mask-to-noise ratio

Signal-to-mask ratio (SMR) is the difference between two curves: p−m. Typically, the bit allocation

algorithm calculates the mask-to-noise ratio (MNR) by subtracting SMR from Signal-to-Noise Ratio

(SNR), where noise is incurred from quantization. Hence, a high MNR value means that the

quantization noise is masked out by an adjacent loud spectral component. Based on MNR, the

encoder prioritizes the iterative bit allocation process: the subband with the lowest MNR is assigned

with more bits earlier, such that the minimum MNR is maximized [131, 132, 133]. Note that we are

based on the primitive PAM-1 version due to the lack of reproducibility of the advanced commercial

PAM implementations. However, our coding gain using PAM-1 implies that a more precise PAM

implementation will improve the performance further.

Global masking threshold as discussed is used in various conventional audio codecs to allocate

minimal amount of bits without losing the perceptual audio quality. Typically, the bit allocation

algorithm optimizes nf/mf (NMR), where nf denotes the power of the noise (i.e., coding artifacts)

in the subband f and mf is the power of the global masking threshold. In an iterative process, each

time the bit is assigned to the subband with the highest NMR until no more bit can be allocated
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[131, 132, 133]. The global masking curve acquired via PAM-1 comprises both input-invariant

prior knowledge as in the absolute hearing threshold and input-dependent masking effects. We

propose two mechanisms to integrate PAM-1 into NAC optimization: priority weighting and noise

modulation.

4.3.4 Priority weighting

During training we estimate the logarithmic PSD p out of an input frame x, as well the global

masking threshold to define a perceptual weight vector, w = log10(100.1p

100.1
+ 1): the log ratio

between the signal power and the masked threshold, rescaled from decibel. Accordingly, we define

a weighting scheme that pays more attention to the unmasked frequencies:

L3(x||x̂) =
∑

i

∑

f

wf

(
x

(i)
f − x̂

(i)
f

)2
, (4.10)

where x
(i)
f and x̂

(i)
f are the f -th magnitude of the Fourier spectra of the input and the recovered

signals for the i-th CMRL module. The intuition is that, if the signal’s power is greater than

its masking threshold at the f -th frequency bin, i.e. pf >f , the model tries hard to recover this

audible tone precisely: a large wf enforces it. Otherwise, for a masked tone, the model is allowed

to generate some reconstruction error. The weights are bounded between 0 and ∞, whose smaller

extreme happens if, for example, the masking threshold is too large compared to the sufficiently

soft signal.

4.3.5 Noise modulation

The priority weighting mechanism can accidentally result in audible reconstruction noise, exceeding

the mask value mf , when wf is small. Our second psychoacoustic loss term is to modulate the

reconstruction noise by directly exploiting NMR, nf/mf , where n is the power spectrum of the

reconstruction error x −∑N
i=1 x̂

(i) from all N autoencoding modules. We tweak the greedy bit
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allocation process in the MP3 encoder that minimizes NMR iteratively, such that it is compatible

to the stochastic gradient descent algorithm as follows:

L4 = max
f

(
ReLU

(
nf
mf
− 1

))
. (4.11)

The rectified linear units (ReLU) function excludes the contribution of the inaudible noise to the

loss when nf/mf −1 < 0. Out of those frequency bins where the noise is audible, the max operator

selects the one with the largest NMR, which counts towards the total loss. The process as such

resembles MP3’s bit allocation algorithm, as it tackles the frequency bin with the largest NMR for

each training iteration.

4.4 Evaluation

4.4.1 Experimental setup

Our training dataset consists of 1,000 clips from commercial music, each of which is about 20

seconds long, amounting to about 5.5 hours of play time. 13 genres are covered. All clips are

downmixed to a monaural channel. The sampling rate is 44.1 kHz and downsampled to 32 kHz

for the lower bitrate setup. Each frame contains T = 512 samples with an overlap of 32 samples,

where half of a Hann window of 64 samples are used. For training, hyperparameters were found

based on validation with another 104 clips; 128 frames for the batch size; α = 300 for the initial

softmax scaling factor ; 2 × 10−4 for the initial learning rate of the Adam optimizer [104], while

2 × 10−5 for the second cascaded modules; 64 and 32 kernels for the soft-to-hard quantization for

low and high bitrate cases, respectively; 50 and 30 for the number of epochs to train the first and

the second modules in CMRL, respectively.

To validate the perceptual loss terms, we train our NAC based on four different objective
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(a) No noise modulation (Model-C). Noise can exceed the mask (orange).
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Figure 4.4: The effect of the proposed noise modulation loss

functions by gradually adding the loss terms to the final loss:

L = L1 : Model-A, L = λ1L1 + λ2L2 : Model-B,

L = λ1L1 + λ2L2 + λ3L3 : Model-C,

L = λ1L1 + λ2L2 + λ3L3 + λ4L4 : Model-D,

where the blending weights are found via validation: λ1 = 60, λ2 = 5, λ3 = 1, λ4 = 5.

Each model configuration is also denoted by the number of CMRL modules and the target

bitrate, e.g., “Model-D-1AE, 96 kbps” for a model with only 1 autoencoding module (0.45M pa-

rameters), trained by all loss terms, whose bitrate is 96 kbps.
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Figure 4.5: Subjective scores from the MUSHRA tests

4.4.2 Subjective listening test

Two MUSHRA tests [30] are conducted for low and high bitrate settings by ten audio experts. Each

session includes 13 trials, each representing a musical genre, randomly selected from the unseen

test set. Figure 4.5 summarizes the test results1.

The low bitrate session targets at 64 kbps with the sample rate of 32 kHz. Aside from the

hidden reference and the anchor (low-pass filtered at 3.5 kHz), we compare the commercial MP3

codec from Adobe Audition® (licensed from Fraunhofer IIS and Thomson), along with our five

NAC systems. As illustrated in Figure 4.5 (a), the performance from models trained purely on

MSE in time domain is far from competitive (Model-A); applying the loss term on mel-scale filter

banks improves the performance (Model-B-2AE, 79 kbps > Model-A-2AE, 79 kbps); Model-D with

1Samples are available at http://kaizhen.us/neural-audio-coding.html
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both PAM-inspired loss terms got the highest subjective score among the NAC systems. Note that

the performance is less appealing without the noise modulation step (Model-D-1AE, 64 kbps >

Model-C-1AE, 64 kbps). Lastly, Model-C and D also show that the perceptual loss can reduce the

model complexity: they use only one module with 0.45 million parameters and achieve better or

equivalent performance than Model-A and B that employ two modules with 0.9 million parameters

at a higher bitrate (79 kbps).

The high bitrate session includes the hidden reference, two anchors (filtered at 3.5 kHz and 7

kHz), the commercial MP3 codec at 112 kbps and 44.1 kHz, and four NAC systems. In Figure 4.5

(b), the basic NAC system (Model-A) yields a decent performance at 131 kbps. With psychoacoustic

priority weighting, our model achieves almost transparent quality similar to MP3 at the same bitrate

(Model-C-2AE, 112 kbps ≈MP3, 112 kbps). Having both priority weighting and noise modulation,

the model with only one CMRL module (thus half of the parameters) at a lower bitrate (96 kbps)

competes the basic model at a 36.5% higher bitrate (Model-D-1AE, 96 kbps ≈ Model-A-2AE, 131

kbps).

4.5 Summary

We showed that incorporating the simultaneous masking effect in the objective function is advan-

tageous to NAC in terms of the coding gain and model efficiency. Although the system is based

on PAM-1, it successfully proved the concept and suggests that a more advanced PAM, e.g., by

employing temporal masking, will improve the performance further. We also publicized all source

codes2.

2Available at https://github.com/cocosci/pam-nac/.
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Chapter 5

CONCLUSION

5.1 Thesis Summary

Waveform coding, an indispensable speech/audio processing component, serves a critical role in

data storage and communication. A waveform codec converts a speech/audio waveform into a

highly compact bitstream, to be transmitted to the receiver side where the waveform is recon-

structed with the least possible perceptual discrepancy from the uncompressed counterpart. Since

waveform codecs are usually deployed on low-power devices for real-time communications, recent

data-driven approaches may not be feasible in practice. For example, the user-perceived latency

can go beyond tolerance along with the overwhelming runtime complexity, which can be energy-

consuming. The dissertation introduced a scalable and efficient methodology to compress speech

and audio waveforms. While reflecting upon recent advancements in deep learning, it integrates

knowledge and techniques from digital signal processing and psychoacoustics into the model design

and training procedure.

In Chapter 2, we proposed a scalable framework termed as cascaded cross-module residual

learning (CMRL) derived from multistage vector quantization (MSVQ) to facilitate the model

optimization and achieve scalability. Ideally, this would not be necessary if a sufficiently large

DNN could be properly optimized. In practice, this is often not the case as optimizing such a

complex model is challenging. To mitigate this issue, CMRL does not count on achieving the good

result by updating all parameters together. Instead, it takes turns to optimize each module from

a whole DNN in a greedy manner: the error from the module that is not perfectly optimized will

be the input of succeeding modules where it can be further minimized. By training each module

from a DNN sequentially where the error is cascaded to the next module as its input, our model
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performance scales well, as more bandwidth is available.

In addition to scalability, efficiency is also highly desired in waveform codecs to run on low-power

electronics, which unfortunately poses a major challenge to DNN based methodologies. In Chapter

3, we outsourced the resonance modeling task to linear predictive coding (LPC) by leveraging

the speech production theory and employing DNN only to where it is necessary. We didn’t just

take it from the shelf but remodeled a conventional LPC analyzer as a trainable and efficient

preprocessor for spectral envelope estimation. Having that, it is not limited to a pre-calculated

fixed bitrate but optimized along with the neural waveform codec for a frame-wise dynamic bit

allocation. Our coding performance can be scaled up to a transparent level superior to that from

conventional codecs. Compared with recent neural network based generative models, our model

size is significantly smaller.

Finally, neural waveform coding is applied to audio signals in Chapter 4 where we addressed

the model efficiency issue from another perspective: we proposed a novel loss function that can

more faithfully reflect upon human auditory perception by integrating psychoacoustics. Compared

to speech signals, the audio frequency can be greater than 20 kHz to render the timbre of various

musical instruments, which entails a significantly higher sample rate. Having that, it is usually

unrealistic to completely avoid any artifact during audio coding, even with neural networks. As a

consequence, a more feasible goal is to prioritize the artifact removal only if the artifact is audible.

In other words, if the artifact is otherwise inaudible, there is no need to remove it as it will not

lead to any perceptual degradation. To determine whether the artifact is audible or not during

model training, we presented psychoacoustic loss terms which are specifically based on simultaneous

auditory masking of human ears: we calculated global masking threshold by summing up the tonal

and non-tonal masking curves along with the absolute hearing threshold, and used that to let the

model focus on suppressing the audible artifact only. As a result, the proposed psychoacoustic

calibration leads to noticeable performance gains for audio coding.
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5.2 Beyond Neural Waveform Coding: a Semi-Supervised Acoustic Unit

The proposed neural waveform codec not only serves an algorithm to compress speech and audio

signals but also gives potential for various acoustic signal processing tasks via a semi-supervised

manner [134] including but not limited to speech enhancement [135] and recognition [136].

As indicated in Chapter 1, ubiquitous are end-to-end neural networks for speech enhancement

[137, 138]. Usually, these models are trained in a supervised manner, as they consume noisy

mixtures in the time domain as the input, and learn to output each source separately for speech

separation, or preserve the speech source of interest while suppressing all other interfering signals

for speech enhancement. One of the most compelling challenges is generalizability. While they

perform well on the training dataset, they cannot be generalized to the test dataset well, since, for

example, the noise type can be unseen.

Our neural waveform codec may open a direction to address the generalizability issue. One idea

is to firstly train a neural codec on clean speech signals so as to learn a set of salient embeddings

of the input. Based on the codec, another network component is employed in the latent space to

conduct separation / enhancement on the embeddings. As the neural codec is trained on clean

speech only, when the input becomes noisy, the pattern of the embedding can differ noticeably

from that of a clean speech signal so as to be easily detected by the separation network; moreover,

as this method is not bounded by the noise type, it can be extended to unseen noise types during

model inference.

Likewise, the learned latent representation of speech signals can be used in ASR. The potential

virtue of using our neural codec as a pre-processor is twofold. First, it can be optimized together

with the neural network for ASR, as opposed to taking a deterministic DSP codec from the shelf

which can lead to suboptimal performance. Second, during the encoding process the speaker

identification is also encrypted. While the encrypted representation can still be recognized to

enable communications services, the privacy of the speaker is better protected.
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In summary, we believe that the proposed efficient and scalable neural waveform codec in

this thesis can serve a semi-supervised acoustic unit. It can learn task-specific representations of

the acoustic input signals to facilitate downstream applications towards a more human-like and

computationally affordable solution for natural language understanding in the era of Internet of

Things (IoT) and Big data.
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